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Purpose: Corpus analyses of spontaneous language fragments of varying length provide useful insights in the language change caused by brain damage, such as caused by some forms of dementia. Sample size is an important experimental parameter to consider when designing spontaneous language analyses studies. Sample length influences the confidence levels of analyses. Machine learning approaches often favor to use as much language as available, whereas language evaluation in a clinical setting is often based on truncated samples to minimize annotation labor and to limit any discomfort for participants. This article investigates, using Bayesian estimation of machine learned models, what the ideal text length should be to minimize model uncertainty.

Method: We use the Stanford parser to extract linguistic variables and train a statistic model to distinguish samples by speakers with no brain damage from samples by speakers with probable Alzheimer's disease. We compare the results to previously published models that used CLAN for linguistic analysis.

Results: The uncertainty around six individual variables and its relation to sample length are reported. The same model with linguistic variables that is used in all three experiments can predict group membership better than a model without them. One variable (concept density) is more informative when measured using the Stanford tools than when measured using CLAN.

Conclusion: For our corpus of German speech, the optimal sample length is found to be around 700 words long. Longer samples do not provide more information.

The analysis of spontaneous language is important for corpus researchers interested in how ordinary language and its use differ between groups (Prins & Bastiaanse, 2004). One use case for spontaneous speech analysis, and the language it expresses is to measure the influence of dementia on language production. That influence can be quantified using statistical methods applied to a corpus of spontaneous language. A trained statistical model can predict group membership (speakers with brain damage vs. speakers with no brain damage [NBD]) based on speech transcripts (Fraser et al., 2014, 2013; Orimaye & Golden, 2014; Pakhomov et al., 2010; Peintner et al., 2008; Roark et al., 2011; Szatloczki et al., 2015).

Such approaches require training data that are sufficiently abundant for a model to reliably learn to differentiate between groups. Abundance of data is a function of two aspects: enough training instances (conversations) and enough distributional difference between the variables of the model. It is essential to collect the right amount of data: enough for distinctions in the data to become meaningful, but not so much that the data collection becomes too extensive or places an undue burden on participants. It is an ethical obligation in all research to limit the burden on participants as much as possible. Some people with communication disorders, such as aphasia, struggle with protocols that require them to talk for an extended time. When the study population includes participants from such groups, that ethical obligation can be partially met by determining reasonable bounds for the amount of data to be collected—enough data so that an effect is detected if there is an effect, but not more than necessary.

The length of a speech sample is a concern as well for clinicians who evaluate oral or written language as part of their diagnostic testing. Too much text may be...
burdensome for a patient to produce and is costly to analyze; too little may undercut the certainty of the diagnosis.

There are different ways to elicit data. Semispontaneous speech tasks involve pictures or cartoons that impose some sort of structure to the output. Fragment duration is typically 2–4 min (Boschi et al., 2017). Spontaneous speech tasks are often interviews and conversations with minimally predetermined structure or content, except for the questions that are asked. Spontaneous speech is sometimes longer than semispontaneous speech because there are fewer limitations inherent to the task of describing a given scene or story (Boschi et al., 2017; Prins & Bastiaanse, 2004).

Corpus linguists study linguistic phenomena based on the evaluation of some kind of frequencies, using corpora as their primary data (Gries, 2009). Clinical linguists sometimes use a frequency analysis for diagnostic purposes but generally use one or a few fragments from a single source as primary data. In clinical practice, linguists often truncate fragments for assessment, whereas corpus researchers hardly ever do this when they train statistical models through machine learning. Truncation is sometimes used if models include variables that depend on sample size in a nonlinear way, such as the type–token ratio (Malvern et al., 2004; Montag et al., 2018). Truncation also makes analysis more practical, and it is safe under the assumption that the information gain from further analysis decreases beyond a set point. For example, Brookshire and Nicholas (1995) and Vermeulen et al. (1989) base their analyses on the first 300 words of a fragment. Some clinicians use a set amount of time, rather than words, if the speech rate is low or severely nonfluent.

It is an open question how much influence text length has on the performance of machine learned models that are used to classify language fragments into diagnostic groups.

Quantifications of language involve the coding of variables that capture the properties of the text. Variables may be calculated at different levels, for example, at the lexical level (e.g., age of acquisition of a word), clausal level (e.g., number of verbs in a clause), or the sentence level (e.g., number of relative clauses). In a given text, the number of words is almost by definition higher than the number of clauses or sentences. If fewer units are available for analysis, the random error may be larger, leading to more inflation of $p$ values in statistical tests for higher level variables than for lower level variables if text length remains constant. If a specific degree of statistical stability is sought, the truncation limits of data may have to vary with the level of abstraction at which a variable is calculated.

In clinical practice, variables that are easy to observe are typically used for the assessment of spontaneous speech (Wilson et al., 2018). The use of software-based language analyses makes it easier to include sophisticated measures, often higher level variables, such as parse tree depth (Yngve, 1961) or the degree of formulaic language (Zimmerer et al., 2016) in predictive models. Such predictive models, typically derived using machine learning techniques, have been successful in detecting specific patterns associated with inter alia formal thought disorder (Cokal et al., 2018), Huntington’s disease (Hinzen et al., 2018), and autism (Nakai et al., 2017). Once such models mature enough, they can be used in a clinical context; for example, the Aachener Sprachanalyse (Hussmann et al., 2012) is a computer-assisted method for the quantitative analysis of German spontaneous speech to assess aphasia. It uses distributional differences between aphasic and unimpaired language and is sensitive enough to detect changes over time in samples of persons with aphasia (Grande et al., 2008).

Software-based language analysis makes it more cost-effective to compute and include higher level variables. Because higher level variables may need longer texts for their computation, different models may pose different requirements on the length of their input texts. When the mix of lower and higher level variables changes, text length requirements may need to be reevaluated. For this reevaluation, a principled method is sought so that researchers can determine how much text material is needed to reliably measure variables of each kind.

This is a case study of how the minimally required text length for a given corpus can be determined so that models can be construed, which can make meaningful discriminations based on the predictor parameters. It is inspired by the questions that arose while determining parameters, in particular, the required text length, for a future longitudinal study of the decline of language in Dutch-speaking persons with dementia. The aim of that study is to follow groups of patients with primary progressive aphasia and map the decline of their language production over time.

The research question of this study is “How does the uncertainty around the estimation of model parameters in a predictive model vary as a function of the length of texts used for model training?” As training data, we use a convenience sample from a corpus of standard German spontaneous speech partly of neurodegenerated speakers. That corpus was compiled in the context of an earlier study on verbs and time reference in German. A desirable property of the corpus is that fragments are relatively long, so that it is possible to experiment with high truncation limits.

As predictive model, we use a model that was used in two prior studies that report significant results using regression models on labeled language data of English speakers. Orimaye and Golden (2014) used the Pitt data set from DementiaBank to analyze English language. The data used are semispontaneous narratives, a description of the Cookie Theft picture of the Boston Diagnostic Aphasia Examination (Goodglass & Kaplan, 1983). de Lira et al. (2011) use a similar design, based on the “Dog Story” picture sequence. Both studies build a diagnostical model using variables that describe properties of the language that is produced in spontaneous narratives. The study of de Lira et al. shows that, compared to healthy persons, persons with Alzheimer’s disease (AD) show more lexical errors (word-finding difficulties, repetitions, and revisions) and a decreased use of coordination to form complex syntactic structures. The model of Orimaye and Golden uses machine learning to train a model using a similar set of variables. Their model, using support vector machines, can distinguish a group with AD and related dementias from a...
group with healthy participants with a reported performance (F-measure) of 74%. The significant variables reported in their studies are the basis of the variable selection in this article. We apply their models to narratives that are truncated using various cutoff values to quantify the association between text length and uncertainty in the predictive model. The variable sets, language sampling, and predictive tasks of the studies of Orimaye and Golden and de Lira et al. overlap, as do their results. The motivation for using previously described models is that the relationship between text length and predictive accuracy is best measured using variables that are known to be significant for predictions.

Before model training can take place, raw text must be analyzed to obtain measurements for the variables that are used in the model. Software can automate the computing of variables, through the use of automatic parsing and part of speech tagging (Eckhoff & Berdičevskis, 2016; Kübler et al., 2006). The two prior studies by Orimaye and Golden (2014) and de Lira et al. (2011) have successfully used CLAN (MacWhinney, 2009). However, this tool lacks the flexibility to programatically input text, which is a desired property when experimenting with texts that are truncated at stepwise increasing truncation points. The narratives of one of the experiments reported in this study were analyzed with the Stanford parser rather than with CLAN. In a comparison of parsers for English child–adult dialog language (Huang, 2016), the Stanford parser's tagging accuracy (95.64%) was comparable to that of CLAN's MOR tagger (95.59%). A comparative study of probabilistic treebank parsing of German (Kübler et al., 2006) shows that the Stanford parser's performance for German can be similar to its performance for English, dependent on the training corpus.

We report three different experiments (see Table 1). In the first experiment, the analysis that was used in the prior studies has been repeated to establish baseline results for English, with CLAN as processing tool, as a standard for comparison for the later experiments. The research question is “What is the predictive value of a model that combines the significant linguistic variables from the two prior studies over a model that only includes age as a predictor?” In the second experiment, a corpus of German instead of English was analyzed using the same set of software tools for morphosyntactic analysis and parsing to verify that the same model that works for English can also be applied to German. This establishes a standard of comparison for the third experiment, in which the use of a different processing pipeline, the Stanford parser (Rafferty & Manning, 2008), is evaluated on the German data. The different parser allows analysis of fragments of texts with varying lengths. The comparison between Experiments 1 and 2 establishes the degree to which the model is invariant between English and German, and the comparison between Experiments 2 and 3 establishes the degree to which the calculations for the variables of the model are invariant between CLAN and the Stanford parser.

Bayesian modeling is used to estimate linear regression models. The Bayesian interpretation of probability provides a natural estimation of the relation between model uncertainty and text length, which is the focus of Experiment 3. A Bayesian model starts with a prior belief of the uncertainty around each parameter of the model, usually uninformative at the start. The probability that a parameter has a given value is updated after each observation, by application of Bayes’ rule. The resulting model yields a probability distribution over the possible mean values of each parameter. The probability distribution quantifies the uncertainty around the estimation of the parameter. An interval can be defined (credible interval) so that it encompasses a given percentage of values. A 95% credible interval represents that, after learning from the data, 95% of the possible values of the parameters of the model will fall within the interval or a 95% probability can be assigned that the parameter estimate is inside the interval. An estimate with more uncertainty will have a wider 95% credible interval than an estimate with less uncertainty.

A credible interval that includes zero indicates that a parameter may contribute nothing to the final prediction. That may warrant further inspection, for example, by stepwise eliminating regressors, if the predictive model itself is the focus of the study. Because we are interested in the uncertainty (credible interval) rather than in the predictive contribution of single parameters, we leave such regressors in the model. If the 95% credible interval does not include zero, then the coefficient is significantly different from 0 and the predictor is important.1

### Experiment 1: Application of the Combined Model of Orimaye and Golden (2014) and de Lira et al. (2011) to English Data with CLAN

#### Method

**Data Set**

For this experiment, data from the Pitt corpus of the DementiaBank clinical data set (Becker et al., 1994) were used (see Table 2). The data set has participants with varying diagnoses, split between eight separate groups. In analyses and training, we used data from NBD and (probable/possible) AD groups only, to mirror the groups in the studies of Orimaye and Golden (2014) and de Lira et al. (2011). Elicitations were conducted in English and are based on the description of the Cookie Theft picture component of the Boston Diagnostic Aphasia Examination (Goodglass & Kaplan, 1983).

---

1The Bayesian credibility interval should not be confused with a “confidence interval.” A confidence interval, in its usual frequentist interpretation, is an interval such that the true value of a parameter, when model estimation is repeated, will fall in that interval a given percentage of times. The Bayesian method propagates any lack of information that results from truncation to the posterior probability distribution, leading to a natural estimation of that uncertainty and its relation to fragment lengths.

---
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Table 1. Schematic overview of the three experiments and overall study.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Language</th>
<th>Linguistic analysis tools</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>English, Pitt corpus</td>
<td>CLAN</td>
<td>Establish significance of variables reported by Orimaye and Golden (2014) and de Lira et al. (2011)</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>German, Jalvingh corpus</td>
<td>CLAN</td>
<td>Establish that analysis is invariant under language change</td>
</tr>
<tr>
<td>Experiment 3</td>
<td>German, Jalvingh corpus</td>
<td>Stanford toolchain</td>
<td>Obtain measurements for this study</td>
</tr>
<tr>
<td>Overall study</td>
<td>German, Jalvingh corpus</td>
<td>Stanford toolchain</td>
<td>Determine optimal length of texts given a model with predictors</td>
</tr>
</tbody>
</table>

The AD group has a mean age of 71.3 years; the control group (CG) has a mean age of 64.2 years. The difference is statistically significant, as indicated by a Wilcoxon rank sum test ($W = 36898.5$, $p < .01$).

Linguistic Analysis

Data from DementiaBank have been published in a specific form that allows for automatic analysis by a companion program, CLAN (MacWhinney, 2009). In this experiment, a morphosyntactic analysis was first performed using the English grammar of CLAN, and then the EVAL program was used to extract measurements for the relevant variables.

Variables

The variables that were found to be significant by either Orimaye and Golden (2014) or de Lira et al. (2011), or both, were used to compute the regression model:

- age: the age of the participant in years;
- number of utterances: the total number of utterances per narrative;
- mean length of utterances (MLU) in words: the ratio of the total number of words to the number of utterances (Marini et al., 2008);
- number of predicates per utterance: the number of predicates in the discourse per utterance, operationalized as the number of transitive verbs, excluding modals, which are followed by one or more arguments (Surdeanu et al., 2003);
- percentage of verbs: the number of words tagged as verb, participle, copula, or modal as a percentage of the total number of words;
- idea density: measure of propositional idea density; this measure is similar to the one computed by the third major version of the Computerized Propositional Idea Density Rater (Brown et al., 2008), which approximates idea density as the number of verbs, adjectives, adverbs, prepositions, and conjunctions divided by the total number of words;
- number of repetitions: the number of immediate word repetitions in the narrative, as indicated in the transcripts;
- number of revisions: the number of pause positions where a preceding error was retraced to make a correction (Brown et al., 2008).

Independent variables were entered as a block. The values of parameters of the linear regression model and their uncertainty were estimated through Hamiltonian Monte Carlo simulation using STAN (Carpenter et al., 2017) and R.² We computed the model parameters using four chains, each for 20,000 iterations, with the first 10,000 used for warm-up, yielding a total of 40,000 iterations, which were all kept (no thinning). Convergence of the chains was checked using the Brooks–Gelman–Rubin diagnostic (Rhat) and through visual inspection of the diagnostic plots (Gelman et al., 2013).

Results

A diagnostic of the accuracy of the computation of the predictive model is the Rhat value, which represents the consistency between multiple Markov chains. A second diagnostic, the effective sample size per iteration (ESS; $N_{\text{eff}} / N$), is used to quantify whether the number of iterations is large enough for inferencing. Common guidelines dictate that Rhat values approximate 1 and that the ESS values exceed 0.001.

In the model trained for this experiment, the Rhat values for each of the parameters were approximately 1.00, indicating that all the chains in the Monte Carlo simulation converged. The minimum ESS always exceeded the threshold of 0.001, indicating that the chains were of sufficient length. The RStan function to check diagnostics (check_hmc_diagnostics) reported that the $n_{\text{eff}} / N$ measure looks reasonable for all parameters, that zero of 40,000 iterations ended with a divergence (0%), that zero of 40,000 iterations saturated the maximum tree depth of 10 (0%), and that the E-BFMI (Estimated Bayesian Fraction of Missing Information) indicated no pathological behavior.

The resulting estimated model parameters are reported in Table 3. The parameters age, number of utterances, MLU in words, number of repetitions, and number of revisions each have credible intervals that do not contain zero and hence contribute to the model.

The comparison of model performance in Table 4 shows the average Akaike weight for each model, which is an estimate of the probability that the model will make the best predictions on new data, conditional on the set of models considered (McElreath, 2016, p. 199). The top model in Table 4 receives a weight of 1, indicating that, based on the

²R v3.3.3 (R Core Team, 2017), with packages rethinking (McElreath, 2016) and mc-stan (Stan Development Team, 2018).
Table 2. Demographics of participants from the Pitt corpus (Becker et al., 1994) and from the Jalvingh corpus.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pitt corpus (n = 101)</th>
<th></th>
<th>AD group (n = 181)</th>
<th></th>
<th></th>
<th>Jalvingh corpus (n = 8)</th>
<th></th>
<th>AD group (n = 9)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M (SD)</td>
<td>Range</td>
<td>M (SD)</td>
<td>Range</td>
<td></td>
<td>M (SD)</td>
<td>Range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years;months)</td>
<td>63.8 (8.3)</td>
<td>46.2–81.9</td>
<td>71.4 (8.3)</td>
<td>50.0–88.7</td>
<td></td>
<td>75.1 (8.0)</td>
<td>64.4–88.5</td>
<td>70.3–87.1</td>
<td></td>
</tr>
<tr>
<td>Education (years)</td>
<td>14.3 (2.9)</td>
<td>8–20</td>
<td>12.1 (2.9)</td>
<td>8–20</td>
<td></td>
<td>11.7 (1.9)</td>
<td>9–14</td>
<td>11.8 (1.6)</td>
<td>10–14</td>
</tr>
<tr>
<td>Mini-Mental State Examination</td>
<td>29.1 (1.1)</td>
<td>26–30</td>
<td>18.4 (5.2)</td>
<td>8–30</td>
<td></td>
<td>29.9 (0.35)</td>
<td>29–30</td>
<td>20.8 (2.6)</td>
<td>16–24</td>
</tr>
<tr>
<td>Sex (male/female)</td>
<td>44/57</td>
<td>59/121</td>
<td></td>
<td></td>
<td>2/6</td>
<td>5/4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handedness (R/L/Ambi)</td>
<td>93/7/1</td>
<td>172/4/5</td>
<td></td>
<td></td>
<td>8/0/0</td>
<td>7/0/2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. For the Jalvingh corpus, control participants were interviewed 3 times in one session, and participants with Alzheimer’s disease (AD) were interviewed 3 times each in three different sessions. R/L/Ambi = right/left/ambidextrous.

AD participants in the Jalvingh corpus were seen multiple times. The age at first participation is used for reporting.

Table 3. Estimated model parameters, trained on the Pitt corpus, analyzed with CLAN.

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>Lower 0.95</th>
<th>Upper 0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.76</td>
<td>5.92</td>
<td>−10.64</td>
<td>11.90</td>
</tr>
<tr>
<td>Age</td>
<td>−0.11</td>
<td>0.01</td>
<td>−0.14</td>
<td>−0.09</td>
</tr>
<tr>
<td>No. of utterances</td>
<td>0.18</td>
<td>0.03</td>
<td>0.11</td>
<td>0.24</td>
</tr>
<tr>
<td>MLU in words</td>
<td>0.26</td>
<td>0.08</td>
<td>0.11</td>
<td>0.41</td>
</tr>
<tr>
<td>No. of predicates per utterance</td>
<td>−0.40</td>
<td>0.43</td>
<td>−1.27</td>
<td>0.39</td>
</tr>
<tr>
<td>Percentage of verbs</td>
<td>0.00</td>
<td>0.04</td>
<td>−0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Idea density</td>
<td>−0.45</td>
<td>0.78</td>
<td>−1.90</td>
<td>1.05</td>
</tr>
<tr>
<td>No. of repetitions</td>
<td>−0.43</td>
<td>0.11</td>
<td>−0.64</td>
<td>−0.22</td>
</tr>
<tr>
<td>No. of revisions</td>
<td>−0.23</td>
<td>0.08</td>
<td>−0.38</td>
<td>−0.09</td>
</tr>
</tbody>
</table>

Note. Lower/higher 0.95 indicates the credible intervals, sampled from the posterior distribution. MLU = mean length of utterances.

Experiment 2: Application of the Model to German Data Processed With CLAN

Method

Data Set

Spoken language was elicited from German speakers with NBD (n = 8) and individuals with a clinical diagnosis of AD (n = 9). The data form a subset of a corpus collected for a larger study of processing of verbs and nouns in speakers with different types of dementia (partially published as the Jalvingh DementiaBank Corpus [Jalvingh, 2016]; henceforth, Jalvingh corpus). Participant recruitment and data elicitation were performed in the context of that study. In this experiment, only the transcripts were included from participants assigned to the CG and the AD group of the Jalvingh corpus, so that the study population aligns with the populations in the studies of Orimaye and Golden (2014) and de Lira et al. (2011).

Persons in the CG participated once, resulting in three different narratives. To follow the progression of their disease, persons in the AD group participated at three separate moments, each session about 6 months apart, resulting in a maximum number of nine different narratives, one for each topic, repeated 3 times.

Participants were interviewed on the topics “past,” “present,” or “future.” Participants were asked to speak of childhood memories (topic: past), of a typical day in daily life (topic: present), and of plans that they may have for the next week, month, or year (topic: future).

The interviewer did not follow a set script with prompts but rather introduced the topic and invited the participant to speak. The interviewer used intermediate feedback (“Ah,” “Oh really?”) and sometimes asked targeted questions based on the narrative to keep the conversation moving. Transcriptions of the interviewer’s language were excluded a priori. The interview ended after 10 min or when the participant was finished.
Patients were diagnosed with neurodegenerative diseases according to German neurological standards (Leitlinien Deutsche Gesellschaft für Neurologie). The diagnosis was the criterion for classification into AD group or CG. The participants were matched according to age and education level. Exclusion criteria were depression as assessed with the short version of the geriatric depression scale (Yesavage et al., 1982) or severe visual and hearing problems. The Mini-Mental State Examination (MMSE; Folstein et al., 1975) was used for the assessment of the severity of the disease. Ethical approval was assigned by the medical ethics committee Hannover.

The AD group has a mean age of 75 years; the CG has a mean age of 73.4 years. The difference is not statistically significant as indicated by a Wilcoxon rank sum test ($W = 839$, $p = .64$).

The CG ($n = 8$ participants) has a mean MMSE score of 29.88. Due to experimental attrition, the number of participants decreased between the interview moments. The AD group has mean MMSE scores at interview Moment 1 of 22.11 ($n = 9$ participants), Moment 2: 20.25 ($n = 8$ participants), and Moment 3: 19.25 ($n = 4$ participants). The Wilcoxon rank sum test indicated that the MMSE score was statistically significantly lower for the AD group than for the CG ($W = 72$, $p < .01$) at alpha = .05 at Moment 1, but not within that group between interview Moments 1 and 2 ($W = 54$, $p = .09$) or Moments 2 and 3 ($W = 18$, $p = .8$).

**Linguistic Analysis**

As in Experiment 1, the CLAN tools were used for morphosyntactic analysis and variable measurements. In this experiment, the German grammar of CLAN was used.

**Variables**

The same variables as in Experiment 1 were used: age, number of utterances, MLU in words, number of predicates per utterance, percentage of verbs, propositional idea density, number of repetitions, and number of revisions. As in Experiment 1, parameters were entered as a block in the regression, and their values with their associated uncertainty were then estimated through Hamiltonian Monte Carlo simulation using STAN and R. We computed the model parameters using four chains, each for 20,000 iterations, with the first 10,000 used for warm-up, yielding a total of 40,000 iterations, which were all kept (no thinning). Convergence was checked using the Brooks–Gelman–Rubin diagnostic (Rhat) and through visual inspection of the diagnostic plots (Gelman et al., 2013).

**Results**

The sample lengths for the German Jalvingh data are higher than those of the English Pitt data. In addition, the words-per-minute measure in the German data set is much higher than the one in the Pitt data set (for controls: 120.06 in the Pitt data set vs. 203.16 in the German data set; cf. Figure 2).

The one-way between-groups analysis of variance showed that there is no meaningful group difference between

**Table 4.** Comparison statistics of models trained on Pitt corpus, analyzed with CLAN.

<table>
<thead>
<tr>
<th>Variable</th>
<th>WAIC</th>
<th>pWAIC</th>
<th>dWAIC</th>
<th>Weight</th>
<th>SE</th>
<th>dSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age + linguistic variables as predictors</td>
<td>491</td>
<td>8.6</td>
<td>0</td>
<td>1</td>
<td>21.7</td>
<td>NA</td>
</tr>
<tr>
<td>Age as only predictor</td>
<td>561</td>
<td>1.4</td>
<td>70</td>
<td>0</td>
<td>12.8</td>
<td>17</td>
</tr>
<tr>
<td>Intercept-only model</td>
<td>623</td>
<td>1.0</td>
<td>132</td>
<td>0</td>
<td>8.7</td>
<td>21</td>
</tr>
</tbody>
</table>

Note. WAIC = Watanabe–Akaike information criterion; pWAIC = effective number of parameters; dWAIC = delta with model with lowest out-of-sample deviance; Weight = estimated weight if used in ensemble (Akaike); SE/dSE = standard error, delta with highest ranking model.

**Table 5.** Confusion matrix of the classifier (dependent variable: “membership of control group”) trained on the Pitt corpus in Experiment 1.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>False</td>
<td>230</td>
</tr>
<tr>
<td>True</td>
<td>48</td>
</tr>
</tbody>
</table>

Figure 1. Model performance of models with and without linguistic predictors applied to English data. Area under receiver operating characteristic curve for the age-only and age + language models applied to the Pitt data.
the participants in the German data for the variable sample length at the level of \( p < .05 \), \( F(1,86) = 0.81 \), \( p = .37 \). The one-way between-groups analysis of variance showed that there is no meaningful group difference between the participants in the German data for the variable words-per-minute measure at the \( p < .05 \) level, \( F(1,86) = 1.82 \), \( p = .18 \).

In the model trained for this experiment, the Rhat values for each of the parameters were approximately 1.00, indicating that all the chains in the Monte Carlo simulation converged. The minimum ESS always exceeded the threshold of 0.001, indicating that the chains were of sufficient length. The RStan function to check diagnostics (\texttt{check_hmc_diagnostics}) reported that the \texttt{n_eff / N} measure looks reasonable for all parameters, that zero of 40,000 iterations ended with a divergence (0%), that zero of 40,000 iterations saturated the maximum tree depth of 10 (0%), and that the E-BFMI indicated no pathological behavior.

The estimated model parameters are reported in Table 6. The parameter “percentage of verbs” has a credible interval that does not contain zero and hence contributes to the model. Compared on the out-of-sample performance using Akaike information criteria (cf. Table 7), the model with linguistic variables has a weight of 1 versus the age-only model with a weight of 0. This implies that, based on these criteria, the probability that the model with linguistic variables predicts better than the age-only model is 1.

Because the data set is highly skewed, with 62 narratives by the AD group and 24 by the CG, the F1 score is uninformative to report classifier accuracy. The ROC curve gives an estimation of the classifier’s performance under various label decision thresholds and is more useful for imbalanced data sets. As with the application of this model to
the Pitt data, the area under the curve (cf. Figure 3) for the model that includes linguistic variables is visibly larger than the age-only model. The area under the ROC curve of the model with only age as predictor is 62%. Regardless of the false positive rate, it predicts only little over 50%. This reflects that, in the Jalvingh corpus, participants in both groups have similar ages. The area under ROC curve of the model with both age and linguistic predictors is 78%.

**Experiment 3: Application of the Model to German Data Processed With Stanford Toolchain Methods With Text Length Variations**

**Method**

**Data Set**

In this experiment, the same data set was used as in Experiment 2, conversations in German with German speakers with NBD (n = 8) and individuals with a clinical diagnosis of a form of dementia: (probable) AD (n = 9). Different training sets were construed by truncating the narratives at a set text length. Texts were truncated using the following strategy: Given a cutoff value of n words, a text is truncated at the last terminal node that is still part of the parse tree (S-node) that contains terminal node n. This ensures that the truncated text contains at least n words and that truncation does not cause interrupted sentences. The truncation values that were used were 100, 300, 500, …, 1,500 words.

**Linguistic Analysis**

A toolchain was used that allows easy experimentation with varying text lengths. We used the German grammar of the Stanford parser (Rafferty & Manning, 2008) with postprocessing of the results by custom scripts in R.

**Variables**

The linguistic variables (in parentheses: the abbreviated names of the variables) used in the model for Experiment 3 are as follows:

- **Lexical level**
  - Percentage of verbs (pct.verbs): percentage of verbs (verb, participle, copula, modal) on all words.
  - Density (density): variable of propositional idea density (Brown et al., 2008), which is the sum of (adjectives, prepositions, adverbs, cardinals, nouns, and verbs) divided by the total number of words.
  - Number of repetitions (# repetitions): a variable for the number of repetitions of adjacent lexical items, operationalized as the number of runs of equal terminal nodes divided by the total number of terminal nodes.
- **Syntactic level**
  - MLU (MLU.Utts): mean length of utterances in the fragment.

**Table 6. Estimated model parameters of the fitted model, trained on the Jalvingh corpus, analyzed with CLAN.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>Lower −0.95</th>
<th>Upper −0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.83</td>
<td>7.69</td>
<td>−13.20</td>
<td>17.29</td>
</tr>
<tr>
<td>Age</td>
<td>0.04</td>
<td>0.04</td>
<td>−0.04</td>
<td>0.13</td>
</tr>
<tr>
<td>No. of utterances</td>
<td>0.01</td>
<td>0.01</td>
<td>−0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>MLU in words</td>
<td>−0.21</td>
<td>0.12</td>
<td>−0.45</td>
<td>0.03</td>
</tr>
<tr>
<td>No. of predicates per utterance</td>
<td>0.26</td>
<td>0.94</td>
<td>−1.43</td>
<td>2.20</td>
</tr>
<tr>
<td>Percentage of verbs</td>
<td>−0.93</td>
<td>0.25</td>
<td>−1.38</td>
<td>−0.41</td>
</tr>
<tr>
<td>Idea density</td>
<td>−0.04</td>
<td>0.72</td>
<td>−1.32</td>
<td>1.42</td>
</tr>
<tr>
<td>No. of repetitions</td>
<td>−0.04</td>
<td>1.01</td>
<td>−2.20</td>
<td>1.73</td>
</tr>
<tr>
<td>No. of revisions</td>
<td>0.00</td>
<td>1.04</td>
<td>−2.02</td>
<td>2.05</td>
</tr>
</tbody>
</table>

*Note.* MLU = mean length of utterances.

**Table 7. Comparison statistics of models trained on Jalvingh corpus, analyzed with CLAN.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>WAIC</th>
<th>pWAIC</th>
<th>dWAIC</th>
<th>Weight</th>
<th>SE</th>
<th>dSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age + linguistic variables as predictors</td>
<td>94</td>
<td>4.5</td>
<td>0</td>
<td>1</td>
<td>11.0</td>
<td>NA</td>
</tr>
<tr>
<td>Age as only predictor</td>
<td>107</td>
<td>1.1</td>
<td>13</td>
<td>0</td>
<td>8.2</td>
<td>8.7</td>
</tr>
</tbody>
</table>

*Note.* WAIC = Watanabe–Akaike information criterion; pWAIC = effective number of parameters; dWAIC = delta with model with lowest out-of-sample deviance; Weight = estimated weight if used in ensemble (Akaike); SE/dSE = standard error, delta with highest ranking model.
MLU in words (MLU.Words): average number of lexical items per utterance.

Syntactic index (si.index): a measure for the syntactic complexity of the discourse; the ratio of complex sentences (coordinated sentences, subordinate and relative clauses) to the total number of sentences (Duong & Ska, 2001).

Verbs per utterance (Verbs.Utt): average number of finite verb forms per sentence, excluding modals. Approximation of the number of clauses per utterance.

The linear regression model used in this experiment is similar to the model in Experiments 1 and 2, but the variables density and number of repetitions were computed in a different way: The density variable was computed as originally proposed by Brown et al. (2008), and the number of repetitions was computed as the proportion of immediately adjacent unique lexical items compared to the total number of lexical items.

Statistical Analysis

Because CLAN was used in the first two experiments, those variables from the sets of Orimaye and Golden (2014) and de Lira et al. (2011) were excluded that cannot be computed directly using CLAN, that is, number of coordinates and number of reduced sentences. The resulting regression model is compared to a model that includes only age as predictor to quantify how a model with linguistic variables fares better predicting group membership than a model without linguistic variables.

The model maps parameters onto a binomial distribution using the logit link function. All parameters (except age) were normalized to the mean and scaled around their standard deviation. To reflect a lack of prior information, uninformative priors were specified for the parameters of the model using a normal distribution with a mean of zero and a large standard deviation of 1,000.

The parameters of the logistical regression model that was used are presented as odds ratio (O/R, logodds). One model is presented as the base model in Figure 4, as an example of the shape of the models we used.

As in Experiments 1 and 2, parameters were entered as a block in the regression, and their values with their associated uncertainty were then estimated through Hamiltonian Monte Carlo simulation using STAN and R. We computed the model parameters using four chains, each for 20,000 iterations, with the first 10,000 used for warm-up, yielding a total of 40,000 iterations, which were all kept (no thinning). Convergence was checked using the Brooks–Gelman–Rubin diagnostic (Rhat) and through visual inspection of the diagnostic plots (Gelman et al., 2013).

The predictive accuracy of the Bayesian models is evaluated using information criteria (Akaike, 1974). One measure that allows comparison between models is the Watanabe–Akaike information criterion (or widely applicable information criterion; Watanabe, 2010), which is an approximation of the predictive accuracy, as measured by out-of-sample deviance.

The resulting Bayesian model yields a posterior. A posterior is a set of estimates of the relative plausability of different parameter values, conditional on the data that was used for training. The posterior is used to generate a posterior distribution, a set of simulated data points that can be inspected for the uncertainty in the estimation of parameter values. We use the posterior distribution to quantify the uncertainty associated with various text lengths.

We first establish the likelihood that a participant has AD or NBD ($p_0$) using a model that takes only age into account. In the model with age and linguistic variables, we consider a parameter significant if and only if it influences the final prediction so much that the predicted likelihood $p_1$ differs more from $p_0$ than the margins of uncertainty around $p_1$ and $p_0$. This decision procedure is equivalent to the decision procedure approach of Kruschke (2014) using a region of practical equivalence (ROPE). If the margin of uncertainty associated with a model parameter grows, then measurements of that variable must be further apart to become statistically significant. Assuming that there is a relationship between text length and information entropy, hence parameter uncertainty, the significance of model parameters under varying text lengths can be used to estimate text length requirements for various variables.

Results

In the models trained for this experiment, the Rhat values for each of the parameters were approximately 1.00,
indicating that all the chains in the Monte Carlo simulation converged. The minimum ESS always exceeded the threshold of 0.001, indicating that the chains were of sufficient length. The RStan function to check diagnostics (check_hmc_diagnostics) reported that the \( \text{n}_\text{eff} / N \) measure looks reasonable for all parameters, that zero of 40,000 iterations ended with a divergence (0%), that zero of 40,000 iterations saturated the maximum tree depth of 10 (0%), and that the E-BFMI indicated no pathological behavior.

The toolchain of Experiments 1 and 2 (CLAN) measures variables in a different way than the toolchain for Experiment 3 (Stanford parser). The advantage of the Stanford parser toolchain over the use of CLAN is that it is much easier to programmatically feed texts. CLAN lacks a programmatic interface. The programmatic interface is needed to compute variables while truncating the texts at various truncation points.

Comparing the two toolchains, there is a significant correlation between the computed measures for MLU in words (\( r = .99, p < .001 \)), MLU in utterances (\( r = .99, p < .001 \)), and percentage of verbs (\( r = .48, p < .001 \)), but not for the measure of density (\( r = -.17, p \geq .05 \)). The reason why the percentage of verbs is different between the CLAN and the Stanford parser is the result of differences in the calculation of sentence length between the parsers: the Stanford parser counts all terminals (words and punctuation marks [.] and [?]), whereas CLAN counts only words.

The trained model had factors with a high variance inflation factor (VIF; > 10), as computed by the VIF function of the car package (Fox & Weisberg, 2011). This suggests that two or more variables are multicollinear. After stepwise regression, we eliminated the verbs per utterance variable, resulting in a model with all VIF scores for all variables less than 3.1.

The revised model, trained on variables computed by the alternative toolchain, performs better than the model trained on variables computed by CLAN (cf. Figure 5). The area under the curve of the CLAN variables model is 78%, and that of the revised model with variables computed by the Stanford parser is 90%.

### Analysis of Relation Between Text Length and Predictor Parameter Uncertainty

The estimated model parameters for the full narratives, without truncation, are reported in Table 8. Significant variables are number of utterances, MLU in words, idea density, number of repetitions, and syntactic index.

![Figure 4. The base model used to predict the uncertainty around regressors.](image1)

### Figure 5. Model performance of models trained with CLAN annotations and trained with Stanford toolchain annotations.

Area under receiver operating characteristic curve for models trained on German narratives that were trained with CLAN or with the Stanford toolchain.

![Figure 5](image2)
Different models were trained, each under different truncation conditions. To illustrate the interpretation of the results, consider the results for variable density, as plotted in Figure 6. The age-only model predicts that, at the age of 74 years (the average age in the corpus), the probability of any participant to be a speaker with NBD is between .18 and .37. This is plotted in Figure 6 as the red shaded area, with the top and bottom borders at these probabilities. The probabilities that a participant is a speaker with NBD at varying values of the density variable are plotted by the blue line, with the uncertainty at each point represented by the gray-shaded area. If trained on whole fragments (upper left panel of Figure 6), the model predicts that when the density is 1 SD more than the mean, with all other variables at their means, the likelihood of the participant being a speaker with NBD is estimated in the posterior to be between \( p = .54 \) and \( p = 1 \), with a mean likelihood \( p = .54 \). In order for the density variable to be so influential that the final prediction of the model is significantly different, the final model prediction margins of uncertainty should clear the uncertainty margins of the age-only prediction model. In terms of visualization, this is where the gray-shaded area ceases to overlap the red-shaded area in Figure 6. In the case of the variable density, this occurs at \( x = 2.58 \) SDs, which corresponds to a true density value of 0.66. The other panels of Figure 6 show the same variable, but now trained on texts of 1,100, 500, and 300 words in length. The distance between the blue prediction line and the end of the uncertainty bound, at the top of the age-only band, is a measure of the “required deviation of a single variable for a model to become informative” (ROPE distance). The measure varies when the model is trained with longer or shorter text fragments; this is illustrated in the upper left plot as \( \Delta \).

The uncertainty around the variable decreases when machine learning is performed on longer fragments. The relation between text length and variable significance margins is plotted in Figure 7. The true variation in the German data is 5.94 SDs from the mean, indicated by the blue dashed lines. In general, the uncertainty decreases sharply, up to about 700 words, where the uncertainty starts to stabilize. There are two exceptions. The variable MLU (in words, scaled) shows less decline in required standard deviation, and the decline starts later, at texts of length of 1,100. The variable ratio of verbs (%) shows no decline at all.

### Table 8
Estimated model parameters of the fitted model, trained on full (non-truncated) fragments of the Jalvingh corpus, and analyzed with the Stanford parser.

<table>
<thead>
<tr>
<th>Variable</th>
<th>( M )</th>
<th>( SD )</th>
<th>Lower 0.95</th>
<th>Upper 0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-7.43</td>
<td>4.25</td>
<td>-14.28</td>
<td>-0.83</td>
</tr>
<tr>
<td>Age</td>
<td>0.07</td>
<td>0.05</td>
<td>-0.02</td>
<td>0.15</td>
</tr>
<tr>
<td>No. of utterances</td>
<td>0.80</td>
<td>0.46</td>
<td>0.06</td>
<td>1.54</td>
</tr>
<tr>
<td>MLU in words</td>
<td>5.26</td>
<td>2.23</td>
<td>1.82</td>
<td>8.93</td>
</tr>
<tr>
<td>No. of predicates per utterance</td>
<td>0.45</td>
<td>0.48</td>
<td>-0.32</td>
<td>1.22</td>
</tr>
<tr>
<td>Idea density</td>
<td>2.64</td>
<td>0.73</td>
<td>1.28</td>
<td>3.82</td>
</tr>
<tr>
<td>No. of repetitions</td>
<td>-3.52</td>
<td>0.97</td>
<td>-5.04</td>
<td>-1.97</td>
</tr>
<tr>
<td>Syntactic index</td>
<td>-5.40</td>
<td>2.33</td>
<td>-9.07</td>
<td>-1.68</td>
</tr>
</tbody>
</table>

Note. MLU = mean length of utterances.

### Discussion

The model derived from the studies of Orimaye and Golden (2014) and de Lira et al. (2011) was applied to English in the first experiment and to German in the second experiment. It differed which predictors were found to be significant. When trained on English data in Experiment 1, the predictors with a credible interval beyond zero are age, number of utterances, MLU in words, number of repetitions, and number of revisions. When trained on German data in Experiment 2, the single predictor with a credible interval beyond zero is percentage of verbs. A possible explanation for the difference of these outcomes is that the data set used for the model in Experiment 1 contained more data points, with shorter narratives elicited in a different way than the data set for the model of Experiment 2. This leads to more uncertainty around the predictors that are based on text length. We speculate that participants are less error-prone (predictors number of repetitions and number of revisions) if the task elicits speech that is more spontaneous. It can be argued that the elicitation task in Experiment 2 is more spontaneous, because participants in that experiment had more freedom to choose the content of the conversation.

The model trained in Experiment 3 is the best predicting model. Because the only variation between Experiment 2 and Experiment 3 is the different analysis toolchain, we hypothesize that the way in which we compute the variables leads to better predictive results. In particular, the measures of length (number of utterances/MLU in words) are significant in the first and third experiments and in prior studies. We believe that the way CLAN computes these variables for German texts warrants more investigation.

The results of the second experiment suggest that, taken as a block, a machine learning model trained on the variables proposed by Orimaye and Golden (2014) and de Lira et al. (2011) is equally predictive for German as for English language fragments. This suggests that the uncertainty around the predictors is related to properties of the language of the participants, one of which is text length. The use of the Stanford parser, rather than CLAN, improves the performance of the model. The density variable as computed in this study is more predictive than the density variable that is computed by CLAN. The results of the third experiment suggest that the uncertainty around single variables can be reduced by using longer text fragments to train the model.

In general, uncertainty in machine learning trained model can decrease when (a) differences between measurements become larger, when (b) the certainty of individual measurements increases, or when (c) the amount of training...
data available increases. In our context, increasing text length or collecting data from more individuals may be used as strategies for (b) and (c). This article studied (b). There is a similar pattern of decreasing uncertainty for four of the six variables. In the specific case of this corpus, observations in a range of 0–4 SDs were observed. A model with predictor variables that deviate within that range can be trained with 500 words or more. When trained

Figure 6. The influence of the density variable on the predicted probability of Alzheimer’s disease (AD). The prediction that a participant is a speaker with no brain damage given a normalized value for the density variable and all other variables constant at default levels. In the upper left plot, the model used for prediction was trained on whole fragments; the other plots show models where texts were truncated at various points. Between the dotted blue lines (ROPE boundary), the prediction is practically equivalent to the prediction based on an age-only model. Beyond this zone (ROPE distance), the prediction differs significantly. CI: Credible Interval.
on shorter texts, the uncertainty around the predictor variables becomes so large that measurements would have to have unrealistic deviations in order to become significant, at least in the context of this corpus. However, the informative gain starts to diminish when sample length increases beyond 1,100 words. Variables that are not significant in prediction at all, such as ratio of verbs in Figure 7, show to be insensitive to text length modulations because, regardless of text length, their uncertainty remains equal.

It is surprising how much the different variables converge to become predictive at the same cutoff in terms of sample length, at around 700 words. The blue dashed lines in Figure 7 denote the observed variation in the actual data—each of the variables has an observed variance of about
3.5 SDs. This finding is remarkably consistent among the variables and suggests that, after scaling, each of the variables has a very similar bell curve. Future research may indicate whether there is a relation between the variance of a variable and how much data are needed to predict that variable, given an acceptable degree of uncertainty.

Of course, the essence of linear regression models is that they use multiple regressors to make a prediction. The focus in this study was on the implied predictions of single variables in isolation. Varying one variable while keeping the others constant may be misleading because, in reality, variables never change in isolation. The uncertainty around the joint parameters will be less, because of the additive effect of multiple variables. This also prohibits interpreting any of the results as valid probability values, because all predictors except the one of interest are given default values. We compute uncertainty under the assumption that a participant is 74 years old (the population’s mean age) and that all other measurements are at their mean average. Under any other assignment of variables, the location (but not the shape) of the curve in Figure 7 may change.

One weakness of the strategy in this article is that it assumes that the distribution of measurements over a fragment is uniform: that there is no difference between a measurement taken at the start of a text and one taken at any other position in the text. Thus, we do not take into account that some speakers, for example, have difficulties while starting to speak, which do not manifest later in a conversation.

Conclusions and Further Work
In practice, the guideline for determining how much data to collect is “as much as possible.” The current study gives a reasoned and quantified answer yielding both a lower and an upper limit, but only for a specific situation. When other research would target a different population or a different set of variables, the uncertainty would have to be computed again. In this case, a text length of 700 words becomes reliably predictive to tell AD and NBD apart, if a single variable model is used. The addition of more text over 900 words does not add more certainty to the logistic regression model in this case study. It is senseless to “collect as much as possible” beyond this threshold. The results are used to establish the protocol for the researchers who perform elicitations for the larger longitudinal study that forms the context of this research. The computed numbers are used as lower and upper bounds of text length; samples within these bounds are both predictive enough for research purposes and not longer than necessary.

The model used in this study was fixed to the models reported previously in the literature. An extension of this study could involve other variables as well to see if they behave similarly. We hypothesize that longer text samples are needed if more higher level variables are included in a predictive model.

The computed optimal text length varies with the population. When differences between unimpaired and impaired speakers become more pronounced, smaller text samples will suffice for diagnosis. The method in this article could be extended to provide a quantitative measure of the degree to which populations differ in terms of their language production: If the result of the computation is that a large text length is needed, between-groups variation of language may be small, and vice versa. As the difference between impaired and unimpaired increases, the computation will predict smaller sample sizes. The computed sample size may thus be used as a measure of distance between two groups.

This study was limited to German speakers. It is an open question whether the stable finding of about 700 words as optimal sample length extends to other languages as well.

Although the results of this study are not directly clinically applicable, our method may be interesting to other researchers who collect discourse data for clinical purposes in other populations. There are some suggestions for further research that do have clinical implications. First, the way in which the uncertainty estimation converges to a point is a reflection of the idea that there is an optimal maximum length for narratives produced in a spontaneous speech take. This optimal maximum length may provide a minimum bound for a clinician when evaluating a language sample for diagnostic purposes. Second, the difference in the significance of the parameters between the models for Experiment 1 and that for Experiment 2 suggests that the type of elicitation (spontaneous vs. semisemisponaneous) has implications for the variables that should be used in a prediction model. Some speech tasks can be completed with narratives that are relatively short. If a given model requires longer text samples, the protocol could include speech tasks that typically elicit longer fragments.
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