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A search for the decays $B_{s}^{0} \rightarrow e^{+}e^{-}$ and $B^{0} \rightarrow e^{+}e^{-}$ is performed using data collected with the LHCb experiment in proton-proton collisions at center-of-mass energies of 7, 8, and 13 TeV, corresponding to integrated luminosities of 1, 2, and 2 fb$^{-1}$, respectively. No signal is observed. Assuming no contribution from $B^{0} \rightarrow e^{+}e^{-}$ decays, an upper limit on the branching fraction $B(B_{s}^{0} \rightarrow e^{+}e^{-}) < 9.4(11.2) \times 10^{-9}$ is obtained at 90(95)% confidence level. If no $B_{s}^{0} \rightarrow e^{+}e^{-}$ contribution is assumed, a limit of $B(B^{0} \rightarrow e^{+}e^{-}) < 2.5(3.0) \times 10^{-9}$ is determined at 90(95)% confidence level. These upper limits are more than one order of magnitude lower than the previous values.
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Searches for rare particle decays provide ideal probes for contributions from physics processes beyond the standard model (SM). Recent measurements of decays involving $B \rightarrow s\ell^{+}\ell^{-}$ transitions (the inclusion of charge-conjugated processes is implied throughout this Letter) hint at deviations from SM predictions in lepton-flavor universality tests [1–6] and thus motivate measurements of decay rates into final states involving leptons. Following the observation of the decay $B_{s}^{0} \rightarrow \mu^{+}\mu^{-}$ [7,8], the search for $B_{s}^{0} \rightarrow e^{+}e^{-}$ and $B^{0} \rightarrow e^{+}e^{-}$ decays provides an independent test of lepton-flavor universality. According to SM predictions (calculated from Ref. [9], neglecting QED corrections that are expected to be at the percent level), $B_{s}^{0} \rightarrow e^{+}e^{-}$ decays have branching fractions of $B(B_{s}^{0} \rightarrow e^{+}e^{-}) = (8.60 \pm 0.36) \times 10^{-14}$ and $B(B^{0} \rightarrow e^{+}e^{-}) = (2.41 \pm 0.13) \times 10^{-15}$. With contributions beyond the SM, these branching fractions could be significantly larger, reaching values of $O(10^{-8})$ for $B(B_{s}^{0} \rightarrow e^{+}e^{-})$ and $O(10^{-10})$ for $B(B^{0} \rightarrow e^{+}e^{-})$ [10]. These values are close to the current experimental bounds of $B(B_{s}^{0} \rightarrow e^{+}e^{-}) < 2.8 \times 10^{-7}$ and $B(B^{0} \rightarrow e^{+}e^{-}) < 8.3 \times 10^{-8}$ at 90% confidence level (CL) [11], set by the CDF collaboration.

In this Letter, a search for $B_{s}^{0} \rightarrow e^{+}e^{-}$ and $B^{0} \rightarrow e^{+}e^{-}$ decays is presented using data collected with the LHCb experiment in proton-proton collisions at center-of-mass energies of 7 TeV in 2011, 8 TeV in 2012 and 13 TeV in 2015 and 2016, corresponding to integrated luminosities of 1, 2, and 2 fb$^{-1}$, respectively. The signal yields are determined from a fit to the data and normalized to those of the $B^{+} \rightarrow J/\psi K^{+}$ decay, where the $J/\psi$ meson decays to $e^{+}e^{-}$, which has a precisely measured branching fraction [12] and a similar dielectron signature in the detector.

The LHCb detector [13,14] is a single-arm forward spectrometer covering the pseudorapidity range $2 < \eta < 5$, designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors. Photons, electrons, and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers.

The online event selection is performed by a trigger [15], which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction. At the hardware trigger stage, events are required to have a high-energy deposit in the calorimeters associated with a signal electron candidate, or a muon candidate with high transverse momentum $p_{T}$, or a photon, electron, or hadron candidate with high transverse energy from the decays of other particles from the $pp$ collision. The software trigger requires a two-track secondary vertex with a significant displacement from any primary $pp$ interaction vertex (PV). At least one charged particle must have high $p_{T}$ and be inconsistent with originating from a PV. A multivariate algorithm [16,17] is used in the trigger for the identification of secondary vertices consistent with the decay of a $b$...
hadron. Simulated samples are used to optimize the candidate selection, estimate selection efficiencies and describe the expected invariant-mass shapes of the signal candidates and background decays. In the simulation, $pp$ collisions are generated using PYTHIA [18] with a specific LHCb configuration [19]. Decays of unstable particles are described by EVTGEN [20], in which final-state radiation is magnet [26]. Candidates in data and simulation are separated, and isolation criteria [24] using $B$ decay.

A boosted decision tree (BDT) algorithm [27–29] is used to separate $B_{(s)}^{+} \rightarrow e^{+}e^{-}$ signal from random combinations of two electrons (combinatorial background). The BDT is trained separately for data taking periods 2011–2012 (Run 1) and 2015–2016 (Run 2) on simulated $B_{(s)}^{0} \rightarrow e^{+}e^{-}$ decays as signal proxy and dielectron candidates from data with a mass above 5588 MeV/c$^2$ as background proxy. The split between the data taking periods is done to account for changes in the center-of-mass energies and trigger strategies, which significantly impact the data distributions and improve the BDT and the particle identification algorithms in Run 2. It is checked that the data behave consistently across the data-taking periods. The BDT input variables comprise of the following: kinematic information on the electron tracks and $B$ candidate, information on the displacement of the electrons and $B$ candidate from the associated PV, and isolation variables that quantify the compatibility of other tracks in the event with originating from the same decay as the $B$ candidate [24,30]. Candidates with a BDT response compatible with that of the background are discarded, with the threshold chosen by maximizing the figure of merit $e_{signal}/(\sqrt{N_{background}+3/2})$ [31], where $e_{signal}$ is the signal efficiency and the expected background yield in the signal region is $N_{background}$.

The final selected data set is separated by data-taking period and by category of bremsstrahlung correction. The branching fraction $B(B_{(s)}^{0} \rightarrow e^{+}e^{-})$ is measured relative to that of the normalization channel via

$$B(B_{(s)}^{0} \rightarrow e^{+}e^{-}) = N(B_{(s)}^{0} \rightarrow e^{+}e^{-}) \times \alpha \times B(B^{+} \rightarrow J/\psi K^{+}) \times \left(\frac{f_{d(s)}}{f_{u}}\right)^{-1},$$

where

$$\alpha \equiv \frac{e(B^{+} \rightarrow J/\psi K^{+})}{e(B_{(s)}^{0} \rightarrow e^{+}e^{-})} \times \frac{1}{N(B^{+} \rightarrow J/\psi K^{+})},$$

$e(B_{(s)}^{0} \rightarrow e^{+}e^{-})$ and $e(B^{+} \rightarrow J/\psi K^{+})$ denote the efficiencies of the signal and normalization modes, and $N(B_{(s)}^{0} \rightarrow e^{+}e^{-})$ and $N(B^{+} \rightarrow J/\psi K^{+})$ their yields. The normalization mode branching fraction (including that for the decay $J/\psi \rightarrow e^{+}e^{-}$) is $B(B^{+} \rightarrow J/\psi K^{+}) = (6.03 \pm 0.17) \times 10^{-5}$, taken from Ref. [12]. The $b$-hadron fragmentation fraction ratio $f_{d}/f_{u}$ is assumed to be unity, while $f_{s}/f_{u} = 0.259 \pm 0.015$ [32] is used for the Run 1 data and is scaled by $1.068 \pm 0.016$ for the Run 2 data, according to Ref. [33], to account for center-of-mass energy differences. A measurement of $f_{s}/f_{u}$ from Run 2 yields a consistent, but less precise, result [34].

The yield of the normalization mode is determined using an unbinned maximum-likelihood fit to the $K^{+} e^{+}e^{-}$ invariant mass separately for each year of data.
taking and bremsstrahlung category. The fit model comprises a Gaussian function with power-law tails [35] for the signal component, where the tail parameters are fixed from simulation, and an exponential function to describe combinatorial background. Summed over the bremsstrahlung categories, the yield of the normalization mode is 20480 ± 140 in the Run 1 data and 33080 ± 180 in the Run 2 data.

The selection efficiencies \( e(B^0_\ell \to e^+e^-) \) and \( e(B^+ \to J/\psi K^+) \) are determined separately for each year of data taking and bremsstrahlung category using simulated decays that are weighted to better represent the data. Calibration data are used to evaluate particle-identification efficiencies [25]. Trigger efficiencies are also estimated from data, using the technique described in Ref. [36]. For simulated \( B^0_\ell \to e^+e^- \) decays, the mean \( B^0_\ell \) lifetime [37] is assumed. The selection efficiency is assumed to be the same for both \( B^0 \to e^+e^- \) and \( B^0 \to e^+e^- \) decays, which is consistent with results from simulation. The normalization factors, \( \alpha \), are combined across the data-taking periods and, given in Table I, split by bremsstrahlung category (for the selection efficiency ratio between normalization and signal mode, see the Supplemental Material [38]).

In addition to the combinatorial background, backgrounds due to misidentification and partial reconstruction are present in the data. These backgrounds differ significantly between the categories of bremsstrahlung correction. Their invariant-mass shapes and relative contributions are evaluated using simulation. In the lower mass region, partially reconstructed backgrounds of the types \( B \to X e^+e^- \) and \( B^+ \to D^0(\to Y^+e^-\bar{\nu}_e)e^+\nu_e \) dominate, where \( X \) and \( Y \) represent hadronic systems. The main source of background in the \( B \)-mass region, however, are misidentified particles in the decays \( B^0 \to \pi^-e^+\nu_e \) and \( B \to h^+h'^- \), where \( h \) and \( h' \) are hadrons. The latter has a peaking structure in the \( B \)-mass region. Backgrounds involving misidentified particles contribute mostly to categories in which at most one of the electrons has a bremsstrahlung correction applied. The contribution from combinatorial background is evaluated from same-sign lepton pairs in data and found to be small. The yields of the backgrounds are Gaussian constrained to their expected values, estimated from simulation using their known branching fractions [12].

### Table I. Normalization factors \( \alpha \) for \( B^0_\ell \to e^+e^- \). The bremsstrahlung category denotes whether zero, one or both electrons are corrected for bremsstrahlung losses. The uncertainties include statistical uncertainties and uncertainties due to limited size of the simulated samples.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No correction</td>
<td>2.85 ± 0.24</td>
<td>1.84 ± 0.08</td>
</tr>
<tr>
<td>One electron corrected</td>
<td>1.13 ± 0.08</td>
<td>0.70 ± 0.03</td>
</tr>
<tr>
<td>Both electrons corrected</td>
<td>1.73 ± 0.20</td>
<td>1.04 ± 0.06</td>
</tr>
</tbody>
</table>

The shape of the invariant mass of the \( B^0_\ell \to e^+e^- \) and \( B^0 \to e^+e^- \) components is modeled using a Gaussian function with power-law tails, where the parameters are obtained from simulation and differ between each bremsstrahlung category and year of data taking. The peak values and the widths of the functions are corrected for data-simulation differences by a factor determined from the normalization mode. The parameters of the \( B^0_\ell \to e^+e^- \) and \( B^0 \to e^+e^- \) line shapes are fixed to the same values with the exception of the peak value, which is shifted according to the known \( B^0_\ell-B^0 \) mass difference [12]. Due to the limited mass resolution, arising from imperfect bremsstrahlung recovery, the line shapes from \( B^0_\ell \to e^+e^- \) and \( B^0 \to e^+e^- \) are highly overlapping. Therefore the branching fraction of \( B^0_\ell \to e^+e^- \) is obtained by performing a simultaneous fit to the dielectron invariant-mass distribution of all six data sets while neglecting the contribution from \( B^0 \to e^+e^- \), and vice versa. In these fits, the only shared parameters between categories are the branching fractions \( \mathcal{B}(B^0_\ell \to e^+e^-) \) and \( \mathcal{B}(B^+ \to J/\psi K^+) \), and the ratio of the fragmentation fractions \( f_s/f_b \).

Systematic uncertainties are estimated separately for each data set. Dominant sources of systematic uncertainties in the normalization arise from the uncertainty on the fragmentation fraction ratio, the technique used to evaluate the trigger efficiencies, and the determination of particle-identification efficiencies; the systematic uncertainties from these sources extend to 5.8%, 5.3%, and 5.3% on the branching fractions, respectively. The uncertainty on \( \mathcal{B}(B^+ \to J/\psi K^+) \) of 2.8% [12] is taken into account. A difference of up to 4.1% is found between the efficiency of the BDT selection on simulated \( B^+ \to J/\psi K^+ \) decays and \( B^+ \to J/\psi K^+ \) decays in data, which is assigned as a systematic uncertainty. The fraction of candidates in each bremsstrahlung-correction category of the signal modes is taken from simulation. The difference between simulation and data is investigated using \( B^+ \to J/\psi K^+ \) decays and its effect on the normalization, up to 4.0%, is taken as a systematic uncertainty. Systematic uncertainties on the invariant-mass resolution corrections are determined by repeating the correction procedure with pseudoexperiments obtained with the bootstrapping method [39], yielding up to 1.1%. A difference between the total selection efficiencies in the \( B^0_\ell \to e^+e^- \) and \( B^0 \to e^+e^- \) channels of up to 2.5% is assigned as a systematic uncertainty on the \( B^0 \to e^+e^- \) normalization factor. Due to the presence of an additional kaon in the final state of the normalization mode, the track-reconstruction efficiency is different between the signal and normalization modes. An uncertainty of 1.1% is assigned to the branching fraction as a systematic uncertainty on the kaon reconstruction efficiency arising from the limited knowledge of the interactions in the detector material [40]. Finally, an uncertainty of 1.0% is assigned to account for small differences in detector occupancy between the signal
and normalization mode arising from the trigger selection. The dominant sources of systematic uncertainties on the background composition are due to the imprecise knowledge of the branching fractions of the background components. The largest uncertainty of this type on the expected background yield in the B-mass region is 14%, determined from refitting the mass sidebands while varying the background components according to their uncertainties. Taking all correlations into account, overall single event sensitivities of \([4.71 \pm 0.12(\text{stat}) \pm 0.33(\text{syst})] \times 10^{-10}\) for \(B^0_s \rightarrow e^+e^-\) and \([1.271 \pm 0.034(\text{stat}) \pm 0.063(\text{syst})] \times 10^{-10}\) for \(B^0 \rightarrow e^+e^-\) are obtained.

The dielectron invariant-mass spectrum, summed over bremsstrahlung categories, is shown in Fig. 1, with the result of the \(B^0_s \rightarrow e^+e^-\) fit. The individual categories are shown in the Supplemental Material [38], as well as the distributions with the result of the \(B^0 \rightarrow e^+e^-\) fit. The measured branching fractions are \(B(B^0_s \rightarrow e^+e^-) = (2.4 \pm 4.4) \times 10^{-9}\) and \(B(B^0 \rightarrow e^+e^-) = (0.30 \pm 1.29) \times 10^{-9}\), where the uncertainties include both statistical and systematic components. The results are in agreement with the background-only hypothesis.

Upper limits on the branching fractions are set using the CL\(_s\) method [41], as implemented in the GAMMACOMBO framework [42,43] with a one-sided profile likelihood ratio [44] as test statistic. The likelihoods are computed from fits to the invariant-mass distributions. In the fits, the normalization factor, normalization mode branching fraction, fragmentation fraction ratio, and background yields are Gaussian constrained to their expected values within statistical and systematic uncertainties. Pseudoexperiments, in which the nuisance parameters are set to their fitted values from data, are used for the evaluation of the test statistic.

The expected and observed CL\(_s\) distributions are shown in Fig. 2. The upper observed limits are \(B(B^0_s \rightarrow e^+e^-) < 9.4(11.2) \times 10^{-9}\) and \(B(B^0 \rightarrow e^+e^-) < 2.5(3.0) \times 10^{-9}\) at 90(95)% confidence level. These are consistent with the expected upper limits of \(B(B^0_s \rightarrow e^+e^-) < 7.0(8.6) \times 10^{-9}\) and \(B(B^0 \rightarrow e^+e^-) < 2.0(2.5) \times 10^{-9}\) at 90(95)% confidence level, obtained as the median of limits determined on background-only pseudoexperiments.

In conclusion, a search for the rare decays \(B^0_s \rightarrow e^+e^-\) is performed using data from proton-proton collisions.
recorded with the LHCb experiment, corresponding to a total integrated luminosity of \(5 \, fb^{-1}\). No excess of events is observed over the background. The resulting limits on the branching fractions are \(B(B^0 \to e^+e^-) \leq 9.4(11.2) \times 10^{-9}\) and \(B(B^0 \to e^+e^-) < 2.5(3.0) \times 10^{-9}\) at 90(95)% confidence level, when neglecting the contribution from the other decay. The mean \(B^0\) lifetime is assumed for \(B^0 \to e^+e^-\) decays. Assuming SM-like \(CP\)-odd (\(CP\)-even) \(B^0\) \(\to e^+e^-\) decays, an increase (decrease) of 2.4% with respect to the quoted limit is found. The results improve the limits on these branching fractions [11] by more than one order of magnitude and constrain contributions beyond the SM, for example from scalar and pseudoscalar currents [10].
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