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1 Introduction

The last decade has witnessed growing demands in applying robotic networks to complete various tasks, such as terrain mapping, environmental monitoring, and disaster rescue [1]. The task assignment problem is on how to assign a number of robots to efficiently perform a set of tasks, which is generally managed by either centralized or decentralized algorithms [2]. Many centralized algorithms have been proposed to solve the task assignment problem. Considering unmanned aerial vehicles’ turning radius constraint, genetic algorithms were integrated with a Dubins car model in [3] for multi-vehicle target assignment. In [4], clustering-based algorithms were proposed for the task assignment of multiple vehicles. Centralized algorithms can obtain optimal or near-optimal solutions for the task assignment problem; however, they require global information [5]. Consequently, centralized algorithms cannot solve task assignment problems in which robots only have local, or possibly outdated, information due to the robots’ limited communication capabilities.

On the other hand, decentralized algorithms enable each robot to plan its own route based on available local information [6]. For example, a consensus routine relying on local communication was designed for task allocation in [5]. Regarding aerial vehicles with limited communication range, distributed approaches were employed for surveillance mission assignment [7]. In [8], monotonic task assignment algorithms were proposed to minimize the time until every target is occupied by one robot with limited communication range. Several decentralized algorithms were proposed in [9] to minimize the robots’ total travel distance until each target position is occupied by one robot constrained by limited communication and sensing ranges. However, the numbers of robots and targets in [8, 9] are equal, such that a robot stops moving as soon as it reaches its target.

Motivated by the existing literature just mentioned, our research focuses on the more realistic situation, in which the number of targets is greater than the number of robots and the robots are constrained by limited communication range. To be more precise, a fleet of initially randomly dispersed robots with limited communication range need to visit several target locations while trying to minimize the total travel distance. Each robot is assumed to have knowledge of all the target positions as [8, 9], and has the positions of its communication-connected (CC) robots. The main contribution of this paper is exploration of the fluctuation of the assignment quality with an increase in the robots’ communication range. Firstly, we propose a centralized rendezvous-based algorithm (RBA), and a decentralized algorithm which does not require all the robots to be CC. Based on the robots’ local information, the two algorithms enable all the target points to be visited in finite travel distance irrespective of the robots’ communication range. Secondly, we illustrate that the quality of the solution resulting from the decentralized algorithm does not monotonically increase as the robots’ communication range grows, which holds for some other decentralized task assignment algorithms.

The rest of this paper is organized as follows. Some preliminaries are given in Section 2. In Section 3, the formulation of the task assignment problem is presented. Section 4 studies the centralized task assignment algorithm RBA, while in Section 5 the decentralized algorithm is introduced. Monte Carlo simulations are shown in Section 6. Finally, the conclusions of this work are presented.

2 Preliminaries

During the robots’ movement, the neighborhood of one robot dynamically changes due to its limited communication range. We use the variable \( c_{jk}(t) \) to denote whether robot \( j \) can directly communicate with robot \( k \) at time \( t \), namely

\[
c_{jk}(t) = \begin{cases} 
1, & \text{if } |p_j(t) - p_k(t)| \leq r, \\
0, & \text{if } |p_j(t) - p_k(t)| > r, 
\end{cases}
\]

where \( p_j(t) \) and \( p_k(t) \) in \( \mathbb{R}^2 \) are the positions of the robots \( j \) and \( k \) at time \( t \) respectively, and \( r > 0 \) is the robots’ communication range. The following theorem shows the CC probability of a randomly distributed robotic network with respect to the limited communication range of the robots.
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Theorem 1. (Connectivity of Random Geometric Graphs, [10]) Consider the random geometric graph \( G \) obtained by uniformly randomly distributing \( m \) points with communication range \( r \) over the unit square. Then as \( m \to \infty \), for any \( \varepsilon > 0 \)

\[
P( G \text{ is connected} | m \pi r^2 - \log m \leq \varepsilon ) = e^{-e^{-\varepsilon}}. \tag{2}
\]

Now we are ready to formulate the problem to be studied.

3 Problem Statement

Consider in a square area with edge length \( E_1 \), a set of initially randomly distributed robots, \( R = \{1, \ldots, m\} \), is employed to visit a set of dispersed target points in \( T = \{1, \ldots, n\} \). Each robot initially has the position information of the targets through a digital map of the environment and that of the robots within its limited communication range \( r \).

The task assignment problem is to minimize the total travel distance for the robots to visit all the target points. The binary variable \( y_{ij} \) is applied to represent whether target \( i \) is visited by robot \( j \). Each robot stops moving when knowing all of its assigned targets have been visited, and starts to move again once a new assignment arrives through communicating with other moving robots. We assume that the robots move with unit speed. Then, the objective is to minimize

\[
f = \sum_{j \in R} d_j, \tag{3}
\]

subject to

\[
\sum_{j \in R} y_{ij} \geq 1, \quad \forall i \in T, \tag{4}
\]

where \( d_j \) is the total travel distance of robot \( j \).

4 Centralized task assignment algorithm

If the multi-robot system is initially CC, the task assignment problem is in fact a variant of the NP-hard multi-depot vehicle routing problem (MVRP) [11] where a fleet of vehicles need to deliver products from several depots to a set of scattered customers. In this case, centralized algorithms are usually adopted by choosing one leader robot to make decisions for the other robots based on the global information.

Under a certain communication range, a large number of robots can make the randomly distributed multi-robot system initially CC, for which Theorem 1 can be applied to estimate the number of needed robots. The resulting number of robots makes the robots CC with the same probability during the whole operation time. However, in the task assignment problem, the robotic network is not necessarily always connected, since being fully CC for one time is sufficient to undergo a centralized task assignment in a static environment.

One alternative method is to let the robots initially intentionally move towards a rendezvous position until being CC. Based on this idea, we design the assignment algorithm RBA. Inspired by the location problem [12], the center-of-gravity of the target points is chosen as the rendezvous position. Guided by RBA, if one robot reaches the rendezvous position first, it stops moving and waits for the other robots until all the robots are CC. Then, the robot having the most 1-hop neighbours is chosen to be the leader to make a centralized assignment for all the robots. If there are several robots with the same number of the largest number of 1-hop neighbours, the leader is randomly chosen from these robots.

The co-evolutionary multi-population genetic algorithm (CMGA) of [13] is employed for the leader robot to make the centralized assignment. The CMGA encodes each target as a gene and inserts \( m - 1 \) marker genes into the target genes. Then, each chromosome represents a candidate solution to the task assignment problem. An example of the chromosome structure is presented in Fig. 1, which contains 12 target points and 2 marker genes. The routes of the 3 robots shown in Fig. 1 are: \( p_1(0) \to 12 \to 7 \to 9 \to 6, \) \( p_2(0) \to 8 \to 5 \to 4 \to 11 \to 2, \) \( p_3(0) \to 3 \to 1 \to 10, \) where \( p_i(0) \) is the initial position of robot \( i \).

Let \( f_{MVA} \) be the total travel distance of the assignment solution resulting from the multi-vehicle algorithm (MVA) [14], and let \( f_o \) be the optimal value for (3).

Lemma 1. [14] Assume that each robot initially has the position information of all the other robots, then \( f_{MVA} \leq 2 f_o \).

We use \( f_{RBA} \) to represent (3) of the assignment solution resulting from RBA, and \( f_{MST} \) to be the sum of all the edge weights of a minimum spanning tree (MST) of the graph \( G \) whose vertices contain all the robots and the targets. For each pair of nodes of \( G \), its edge weight is zero if the two nodes represent robots, and is otherwise the Euclidean distance between them. We are now able to present a lower bound of (3) on the solution resulting from RBA.

Theorem 2. For the task assignment problem, the total travel distance of the assignment solution resulting from RBA is bounded by \( f_{MST} \leq f_{RBA} \).

Proof. The distance matrix that contains the edge weight between each target point and each robot in \( G \) satisfies the triangle inequality. Inspired by the construction of the MVA in [14], we get that Lemma 1 holds as \( f_{MST} \leq f_o \) and \( f_{MVA} \leq 2 f_{MST} \). As \( f_o \leq f_{RBA} \), the proof is complete.

5 Decentralized Algorithm

If the robotic system is not initially CC, the task assignment problem can be solved in a decentralized manner where two important issues need to be considered. They are how to plan routes for the robots which are not CC with any other robot, and how to make CC robots cooperative based on their carried partial, or even outdated, information on which targets have already been visited.

As the robots have only limited communication range, each robot \( j \) carries an information tuple \( I_j(t) = \)
\{j, p_j(t), o_j(t), d_j, u_j(t), s_j(t)\}, \text{where } j \text{ is the unique identifier for robot } j, p_j(t) \text{ is } j\text{'s current position, } o_j(t) \text{ initially contains all the targets in } T \text{ and keeps the ordered targets on the route of robot } j, u_j(t) \text{ is an } m\text{-tuple where } u^k_j(t) = 1 \text{ means } j \text{ has ever been CC with robot } k, \text{ otherwise } u^k_j(t) = 0, \text{ and } s_j(t) \text{ is an } n\text{-array to record the target status, namely}

\begin{equation}
\begin{aligned}
s^p_j(t) = \begin{cases} 
1, & \text{if robot } j \text{ knows target } p \text{ is visited at } t, \\
0, & \text{otherwise}.
\end{cases}
\end{aligned}
\end{equation}

(5)

For the task assignment problem, the worst performance of one robot happens when the robot visits all the targets without being able to communicate with any other robot. Thus, we design an algorithm based on a single-traveling-salesman tour (STST), where all the target locations are connected into a traveling salesman problem (TSP) tour \( TSP_0 \). The \( TSP_0 \) can be obtained by the Christofides algorithm [15], whose length is at most 3/2 times of the optimal one. Then, the robots that have never communicated with any other robot travel along the \( TSP_0 \), which guarantees the worst performance of the robots. Thus, the first issue is solved.

The initial route \( o_j(0) \) for each robot \( j \) is determined by minimizing the projected \( d_j \) to travel along the \( TSP_0 \), which will be shown in Theorem 4. When several robots are CC, each robot \( j \) within the CC robots first updates \( s_j(t) \) as

\begin{equation}
\begin{aligned}
s^p_j(t) = \bigcup_{k \in R_i(t)} s^p_k(t - 1), \forall j \in R_i(t), \forall p \in T,
\end{aligned}
\end{equation}

(6)

where \( R_i(t) \) is the robot subgroup \( i \) in which robots are CC at time \( t \).

Then, the robots in each connected robot set \( R_i(t) \) update their remaining information tuples as follows. Based on the \( s_j(t), o_j(t) \) is updated by deleting the visited targets that are known by robot \( j \), namely

\begin{equation}
o_j(t) = o_j(t - 1) \setminus s_j(t), \forall j \in R_i(t),
\end{equation}

(7)

and then the planned total travel distance \( d_j \) of robot \( j \) is updated to the one considering all the targets on \( o_j(t) \) to be visited by the robot. Afterwards, \( u_j(t) \) is updated as

\begin{equation}
u^k_j(t) = \begin{cases} 
1, & \text{if } u^k_j(t - 1) = 1 \text{ or } k \in R_i(t), \\
0, & \text{otherwise}.
\end{cases}
\end{equation}

(8)

If \( R_i(t) \) has no new members compared with \( R_i(t - 1) \), the robots within the group do not undergo task reassignment. To make CC robots in \( R_i(t) \) coordinate based on their carried information, a cooperative strategy is designed. We use robotic set \( R^1_i(t) \subseteq R_i(t) \) to contain the robots in \( R_i(t) \) that have never been CC with any other robot before time \( t \), and \( R^{2}_i(t) \) to be \( R_i(t) \setminus R^1_i(t) \). Then the targets to be divided are those in the set

\begin{equation}
\begin{aligned}
\mathcal{T}_i(t) = \begin{cases} 
o_p(t), & \text{if } \sum_{k \in R^2_i(t)} d_k \geq d_p \text{ or } R^1_i(t) = \emptyset, \\
\bigcup_{k \in R^2_i(t)} o_k(t), & \text{otherwise},
\end{cases}
\end{aligned}
\end{equation}

(9)

where \( p = \arg \min_{q \in R^1_i(t)} d_q \) if \( R^1_i(t) \neq \emptyset \), otherwise \( d_p = +\infty \). The total travel distance incurred by visiting all the targets in \( \bigcup_{k \in R^2_i(t)} o_k(t) \) is larger than that incurred by visiting all the targets in \( o_p(t) \).

To make the CC robots cooperative, the objective for the leader robot of each \( R_i(t) \) at time \( t \) is to minimize

\begin{equation}
f_i(t) = \sum_{j \in R_i(t)} d_j,
\end{equation}

(10)

The algorithm integrating STST with the cooperative strategy, namely (STSTC) is shown in Algorithm 1.

For each CC robotic network \( R_i(t) \), its leader robot employs the CMGA to make a centralized task assignment to the robots in \( R_i(t) \). If the resulting assignments do not decrease the total travel distance of the robots in \( R_i(t) \), each robot in \( R_i(t) \) keeps its previous target assignment. Otherwise, once a locally centralized task assignment has been completed, each robot \( j \) in \( R_i(t) \) updates its route \( o_j(t) \).

5.1 Correctness of STSTC

To prove the correctness of STSTC, we first present its properties.

**Lemma 2.** During the operation of STSTC, the following statements hold.

(i) Each target \( w \in T \) is assigned to at least one robot, the assignment may change, but target \( w \) remains assigned to at least one robot until being visited.

(ii) For robot \( j \) and target \( w \), if \( s^w_j(t_0) = 1 \) at some time \( t_0 \), then \( s^w_j(t) = 1 \) for all \( t \geq t_0 \).

**Proof.** Based on the initialization of the target set \( o_j(t) \) for each robot \( j \), the target set initially assigned to each robot is the whole target set \( T \). Thus, if one robot has never been
CC with any other robot, an arbitrary target is on the robot’s route unless being visited by the robot.

When several robots are CC, statement (i) is concluded based on the cooperative strategy shown in (9). We first consider the case when \( T_i(t) = a_p(t) \), where \( p = \text{argmin}_{q \in R_i^2(t)} d_q \). As robot \( p \) has never been CC with any other robot before time \( t \), an arbitrary target \( w \) satisfies \( w \in a_p(t) \) if \( w \) has not been visited by robot \( p \). If \( T_i(t) = \bigcup_{k \in R_i^2(t)} a_k(t) \), target \( w \) is among the cooperative targets if \( w \in a_k(t) \) for at least one robot \( k \in R_i^2(t) \). Otherwise, \( w \) must be on the route of at least one other robot, assumed to be robot \( s \), who has already communicated with at least one of the robots in \( R_i^2(t) \). As \( w \in a_k(t) \), \( w \) will be among the cooperative targets of a CC network if robot \( s \) is CC with other robots based on the analysis when \( w \in a_k(t) \) and \( T_i(t) = \bigcup_{k \in R_i^2(t)} a_k(t) \). If robot \( s \) has not been CC with other robot after winning target \( w \), \( w \) will be on the route of robot \( s \) until being assigned to other robot or being visited.

Based on the above analysis, an arbitrary unvisited target \( w \) is either among the cooperative targets of a CC robotic group \( R_i(t) \) or on the route of at least one robot. Once \( w \in T_i(t) \), it will be assigned to one robot until being visited. Otherwise, it will be assigned to at least one of the robots whose route contains the target. Thus, statement (i) is proved.

Statement (ii) follows directly from the union operation of the \( s_i(t) \) in (6). It can also be explained by the fact that once a target is visited and its status is known by one robot, the robot will keep this information.

We further investigate the effect of the length the robots’ communication range on the performance of STSTC.

**Theorem 3.** For the investigated task assignment problem, a longer communication range does not necessarily lead to a better performance for STSTC.

When several robots are CC, they communicate to update their information tuples. As some targets can have already been visited by robots that are not CC, the information shared by the CC robots might not truly reflect the targets’ current situation. The incomplete information shared by the robots can lead to inefficient task assignments; for example, one already visited target is reassigned to another robot.

One illustrative case of the task assignment based on STSTC is shown in Fig. 2 and Fig. 3 where 4 robots need to visit 5 targets \( T = \{1, \cdots, 5\} \) in a 100 × 100 m² area. In Fig. 2, the robots’ communication range is 25m which makes robots 1 and 2 initially CC. The routes of the robots are \( p_1(0) \rightarrow 1 \rightarrow 5 \rightarrow 4, p_2(0) \rightarrow 2 \rightarrow 3, p_3(0) \rightarrow 3 \rightarrow 2 \rightarrow 1 \rightarrow 5 \rightarrow 4, p_4(0) \rightarrow 4 \rightarrow 5 \rightarrow 1 \rightarrow 2 \rightarrow 3 \), where \( p_i(0), i \in \{1, \cdots, 4\} \), is the initial position of robot \( i \). With the movement of the robots, target 3 is first visited by robot 3, and then robot 2 stops moving once it can communicate with robot 3 since robot 3 is nearer to their cooperative target 2. Reaching target 2, robot 3 stops moving as \( a_3(t) \) is empty. When target 4 is visited by robot 4, robot 1 should not move towards the target. However, robot 1 continues moving as it does not have the latest target status of target 4. When robot 1 can communicate with robot 4, they stop moving as their cooperative target set is empty based on (9). The total travel distance of the robots is 174m, where the travel distances of the four robots are 57m, 24m, 36m and 57m respectively.

In Fig. 3, the robots’ communication range is increased to 30m which makes robots 1, 2 and 3 initially CC. After dividing the cooperative targets based on STSTC, the routes of the CC robots are \( p_1(0) \rightarrow 1 \rightarrow 5, p_2(0) \rightarrow 2 \rightarrow 3, p_3(0) \rightarrow 4 \), while \( p_4(0) \rightarrow 4 \rightarrow 5 \rightarrow 1 \rightarrow 2 \rightarrow 3 \). With the movement of the robots, robot 3 stops moving when it can communicate with robot 4 as robot 4 is nearer to their cooperative target 4. Robots 1 and 2 stop moving when their assigned targets are visited. The total distance to visit all the targets is 180m, where the travel distances of the four robots are 50m, 56m, 34m and 40m respectively. The performance of STSTC for robots with a longer communication range in Fig. 3 is worse than that in Fig. 2, thus illustrating the statement. Theorem 3 holds for some other decentralized task assignment algorithms.

**5.2 Time complexity for STSTC**

For the robots in each \( R_i(t) \), task reassignment is centrally made by the leader robot in the CC robotic group to minimize the total travel distance of the connected robots.

**Lemma 3.** Each information updating for the CC robots in
\( R_i(t) \) makes the total travel distance \( f \) in (3) non-increasing.

Proof. Guided by STSTC, the CC robots in each \( R_i(t) \) will divide the cooperative targets to the robots if the reassignment reduces their total travel distance (10). Otherwise, each robot \( j \) among the CC robots in each \( R_i(t) \) only updates its \( s_j(t) \), \( o_j(t) \), \( u_j(t) \), and the corresponding projected \( d_j \) based on their shared information, which does not make the total travel distance \( f_i(t) \) in (10) worse. As \( f_i(t) \) is one component of \( f \) in (3), \( f \) is nonincreasing for each information updating.

For the robot that is not initially CC with any other robot, it will visit all the targets through circling the TSP if it cannot communicate with any other robot during its movement. The following lemma gives an upper bound on the minimal travel distance of the robot.

Lemma 4. [16] Let \( L \) be the shortest length of the TSP tour which connects the \( n \) target points and one robot in a square area with edge length \( E_t \), then there exist \( c_1 \in \mathbb{N} \) and \( c_2 \in \mathbb{R}^+ \) such that \( L \leq c_2 \sqrt{(n + 1) * E_t} \) for all \( n + 1 \geq c_1 \).

As the robots move with unit speed, the upper bound on the minimal travel distance for one robot to visit the \( n \) targets is not larger than \( c_2 \sqrt{(n + 1) * E_t} \). With this lemma, we are able to give an upper bound on the total travel distance of the robots guided by STSTC.

Theorem 4. STSTC guarantees the \( n \) targets to be visited by \( m \) robots with the total travel distance at most \( mn(\sqrt{2E_t} + (3/2)c_2\sqrt{nE_t}) \) where \( c_2 \) is obtained in Lemma 4.

Proof. We use matrix \( D \) as the distance matrix where \( D(i,j) \) contains the distance between vertex \( i \) and \( j \). \( L(\{p_i(0), T_1^i, T_2^i, \ldots, T_n^i\}) \) is employed to represent the length of the initial route \( o_i(0) \) for robot \( i \), where \( o_i(0) \) is \( p_i(0) \to T_1^i \to T_2^i \to \cdots \to T_n^i \) based on the TSP. Then

\[
L(o_i(0)) = D(p_i(0), T_1^i) + D(T_1^i, T_2^i) + \cdots + D(T_{n-1}^i, T_n^i)
\]

\[
= D(p_i(0), T_1^i) + D(T_1^i, T_2^i) + \cdots + D(T_{n-1}^i, T_n^i) - D(T_1^i, T_n^i)
\]

\[
= \underbrace{D(p_i(0), T_1^i)}_{(11)} + L(\{T_1^i, \ldots, T_{n-1}^i\}) - D(T_1^i, T_n^i)
\]

where \( L(TSP_0) \) is the length of the tour TSP. As \( D(p_i(0), T_1^i) \leq \sqrt{2E_t} \) and \( L(TSP_0) \leq (3/2)c_2\sqrt{nE_t} \) where TSP is calculated by the Christofides algorithm [15], we get \( L(o_i(0)) \leq \sqrt{2E_t} + (3/2)c_2\sqrt{nE_t} \). If robot \( i \) cannot communicate with any other robot during its movement, it will travel along the \( o_i(0) \) until all the targets being visited by itself. Thus, the longest travel distance of one robot guided by STSTC is upper bounded by \( \sqrt{2E_t} + (3/2)c_2\sqrt{nE_t} \). Moreover, the first target to be visited, \( T_1^i \), and the travel direction of the robot \( i \) when traveling along the TSP are chosen based on the minimization of \( L(o_i(0)) \). In other words, \( o_i(0) \) is determined by minimizing \( L(o_i(0)) \).

Based on Lemma 3, the worst performance of STSTC occurs when every robot circle around the tour TSP without communicating with any other robot. In this case, each robot stops moving after visiting all the targets on TSP by itself. Thus, the proof is complete.

6 Monte Carlo study

We implemented two sets of simulations in a 1000 \( \times \) 1000 m² area where the numbers of target points and robots are 15 and 4, 30 and 6 respectively. For each set of simulations, Monte Carlo simulations are carried out on 500 scenarios where the positions of the target points and the robots are randomly generated. The proposed algorithms are compared with a greedy algorithm where robots always move towards the nearest target and the CC robots communicate only when two or more robots are moving towards the same target. All the experiments are performed on an Intel Core (TM) i5-4590 CPU 3.30 GHz with 8 GB RAM, with algorithms compiled by Matlab under Windows 7.

The solution quality of each algorithm is defined by

\[
q = \frac{f}{f_{MST}},
\]

where \( f \) is the value in (3); \( f_{MST} \) is a lower bound of the optimal total travel distance \( f_o \) based on Theorem 2. Thus, a smaller \( q \) of one algorithm means a better performance of the algorithm.

Testing the algorithms on robots constrained by communication range varying from 1m to the one that makes the robotic system CC with probability 0.99, we show the assignment results of the two sets of simulations in Fig. 4 and Fig. 5. The two figures first show that the quality of the assignment solutions resulting from the decentralized STSTC and the greedy algorithm varies greatly as \( r \) grows, where a longer \( r \) generally leads to a better performance for STSTC but not for the greedy algorithm. The reason is that more environmental information is shared among the CC robots guided by STSTC whereas cooperative targets are properly divided, while the CC robots guided by the greedy algorithm communicate only when task assignment conflicts occur. However, the greedy algorithm outperforms STSTC when \( r \) is approximately smaller than \( r_c/6 \) where \( P(G \text{ is connect} | r_c) = 0.99 \). That is because the robots
better performances for RBA. The proposed algorithms will be further tested by considering environmental disturbances, for example, winds and obstacles. We are also planning to test the algorithms using a robot fish testbed.
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