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Abstract

In this paper, we propose an approximation method for the well-known fatigue-damage estimation of rainflow counting (RFC) using the dissipativity property of hysteresis operators that can be embedded in model predictive control (MPC) frameworks. Firstly, we revisit results that establish the equivalence between RFC to an energy dissipation property of an infinite-dimensional operator of the Preisach hysteresis model. Subsequently, we approximate the Preisach model using a finite-dimensional differential Duhem hysteresis model and propose an extended MPC scheme that takes into account the dissipated energy of Duhem hysteresis model as a damage proxy in the optimization problem formulation. Lastly, we present an example of control design for damage minimization in the shaft of a wind turbine where we illustrate the proposed strategy.
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1. Introduction

For the past decade, various computational methods for predictive maintenance and fatigue-damage minimization have been studied in order to enable long-term operations of modern machines and to extend the durability of their electromechanical systems. Fatigue damage is considered as a critical factor in structures, where it is necessary to ensure a certain life span under normal operating conditions, especially in turbulent or harsh environments. These environmental conditions lead to irregular loadings, which decrease the life expectancy of structures or materials exposed to them. This is the case for wind turbines, and structures in contact with waves and uneven roads, among other examples. Fatigue is a phenomenon that occurs in a microscopic scale, manifesting itself as damage \cite{1}. The most popular and widely used fatigue damage assessment metric is the so-called rainflow counting (RFC) method, gaining this name thanks to the analogy with rainwater running down roofs \cite{2}.

Despite its popularity and widespread usage, RFC is still a highly nonlinear numerical algorithm that includes deletions and therefore, it can only be used as a post-processing tool. As a consequence, it is always performed offline, e.g., \cite{3} where RFC is used to benchmark different control strategies. It is thus not straightforward to incorporate RFC for real-time control where fatigue-damage variable becomes part of the control problem.
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In this paper, we propose an alternative way of approximating a fatigue-damage model and of embedding it in a model predictive control (MPC) scheme. To this end, we first review the equivalence relation between fatigue-damage in the RFC sense and hysteresis operators; particularly, the variations of a Preisach hysteresis to symmetric RFC as addressed in [4]. Subsequently, we relate the variations of a certain class of Preisach hysteresis operator to its dissipated energy. Once the latter link has been established, we carry over the notion of dissipated energy as a measure of fatigue-damage to the Duhem hysteresis framework, as the Preisach models are infinite-dimensional operators. In other words, we propose a modified MPC strategy that incorporates the dissipated energy of Duhem hysteresis as a proxy to the systems’ damage into the optimization problem cost function; this is illustrated in Figure 1, where the proposed MPC strategy is portrayed and the reasoning steps to obtain the fatigue model are shown at the bottom.

![Figure 1: Schematic showing the inclusion of fatigue model in a control loop with a model predictive controller. Note the relationships under the fatigue model, which are discussed in this paper](image)

Optimal control problems with Preisach hysteresis have been investigated in works such as [5]; however, it is not straightforward to include the Preisach hysteresis into the optimal control or MPC problem formulations, due to the lack of computational tractability of this infinite dimensional operator. Dissipated energy for the Preisach model has been well studied in [6, 7, 8]. Hence, we adopt the Duhem hysteresis framework, where the dissipated energy in the Duhem model [9, 10, 11] is used as a measure or proxy for accumulated damage. Note that the Duhem model can be explicitly written as a differential equation [12, 13], hence facilitating its inclusion in the optimal control problem. Moreover, Duhem models have been used before to describe physical phenomena well, such as, ferromagnetics and mechanical friction [14, 15]. Thus, the dissipated energy that is derived from these Duhem models can be directly interpreted as damage accumulation in the material. For instance, hysteresis loops in ferromagnetic materials induce dissipated energy as heat that translates into material changes.

The contributions of this paper are twofold: (I) the equivalence relation between Preisach hysteresis dissipated energy and damage in the RFC sense, and (II) a modified MPC strategy that includes the dissipated energy in the cost functional, where it serves as a measure of the (sub-)systems’ damage. The main advantage of the proposed strategy is that control of complex physical systems with damage reduction can be numerically implemented. We demonstrate the proposed control strategy through simulations based on NREL’s 5MW turbine [16]. Due to the mixed nature of the wind turbine control objectives [17, 3, 18], i.e., power extraction maximization
and mechanical load alleviation, several optimization-based control strategies have been proposed in the literature, e.g., [19, 20]. Control strategies considering wear, often called health-aware strategies, have been proposed for example for pasteurization plants [21] and water distribution networks [22]. Our proposed control method with damage reduction can be extended to different application domains, ranging from magnetics to mechanics due to the diversity of the models that can be described in the Duham framework, such as the LuGre friction model [14], the Bouc-Wen model [23], the Coleman-Hodgdon model [15], the Dahl model [24], and the Jiles-Atherton model [25].

The remainder of the paper is organized as follows: In Section 2, we discuss the relationship between damage in the RFC sense and hysteresis operators, and in particular, we review the equivalence between the former and latter from [4]. Subsequently, in Section 3, we address the energy dissipation of the Preisach and Duham hysteresis models; furthermore, we present an equivalent relation between dissipated energy and the variations of a particular Preisach operator, and provide an example to compare damage, total variations and dissipated energy. In Section 4, we use the dissipated energy of the Duham model as a proxy to damage in a predictive control problem formulation, which we illustrate on a wind turbine application. Lastly, concluding remarks are given in Section 5.

2. Damage in the RFC sense and Hysteresis

In this section, we discuss the relation between damage in the rainflow counting (RFC) sense and hysteresis operators. We review the equivalence between damage in the RFC sense and the variations of a Preisach hysteresis operator as proposed in [4].

The RFC method is commonly used in fatigue analysis together with the Palmgren-Miner-Rule. It is based on an algorithm that extrapolates information from extrema, i.e., maxima and minima, of a time series followed by the Palmgren-Miner rule of damage accumulation [26, 27].

In Figure 2, an example of RFC is presented together with its relation to hysteresis loops. On the left side of this figure, following the explanation in [2, 28], the starting rain flows off all strain amplitudes as if they were roofs. The flow ends when: i) the rain water flow meets rain water from a higher roof (e.g., E-G ends in F or C-E ends in D); ii) the flow reaches a load value where the opposite load minimum falls below the starting minimum (e.g., 0-A-F-G with respect to H); iii) the flow reaches a load value where the opposite load maximum is higher than the starting maximum (e.g., A-B-D-E with respect to G); iv) there is no further roof to continue (e.g., L and T). Each rain water flow from start to end is considered as half a cycle. Half cycles of the same size, but with opposite direction result in a full cycle. Lastly, the rain flows ending in arrows at the lower part of the diagram correspond to leftover half loops. Essentially, the RFC algorithm identifies the ranges of strain which correspond to closed hysteresis loops [26]; hence, the algorithm only counts closed hysteresis loops. This is also exemplified on the right side of Figure 2.

The previous example illustrates the relationship between the RFC algorithm and the hysteresis loops. Let us review the formal relationship between damage in the RFC sense and Preisach hysteresis operators.

For an open set $U \subset \mathbb{R}^n$, we denote $AC(U)$ as the space of absolutely continuous functions $f : U \to \mathbb{R}$. We call a continuous function $u : \mathbb{R}_+ \to \mathbb{R}$ piecewise monotone if there exists a sequence $\{t_i\}_{i \in \mathbb{N}}$ such that $t_0 = 0, t_i < t_{i+1}, \lim_{n} t_n = \infty$ and the input $u$ is monotone on each time interval $[t_i, t_{i+1}]$. The set of continuous piecewise monotone functions on $\mathbb{R}_+$ are denoted by
Figure 2: Rainflow counting and its relation to hysteresis loops (after [2, 28])

\[ CPM(\mathbb{R}^+) \]. For every \( u \in CPM(\mathbb{R}^+) \), we define the total variation \( |u|_{[0, \eta]} \) for any \( \eta > 0 \) by

\[
|u|_{[0, \eta]} := |u(0)| + \left( \sum_{i=0}^{N-1} |u(t_{i+1}) - u(t_i)| \right) + |u(\eta) - u(t_N)|. \tag{1}
\]

We define the relay operator \( \mathcal{R}_{\beta,\alpha} : CPM(\mathbb{R}^+) \to CPM(\mathbb{R}^+) \), which is the basis of the Preisach operator, by

\[
(\mathcal{R}_{\beta,\alpha}(u))(t) := \begin{cases} 
-1 & \text{if } u(t_i) \leq \beta, \\
+1 & \text{if } u(t_i) \geq \alpha, \\
-1 & \text{if } u(t) \in (\beta, \alpha) \text{ and } (\mathcal{R}_{\beta,\alpha}(u))(t_{i-1}) = -1, \\
+1 & \text{if } u(t) \in (\beta, \alpha) \text{ and } (\mathcal{R}_{\beta,\alpha}(u))(t_{i-1}) = +1,
\end{cases} \tag{2}
\]

with a given admissible initial condition \( (\mathcal{R}_{\beta,\alpha}(u))(t_0) \). Next, we define the Preisach hysteresis operator, which follows the definition given in [4] but adapted to piecewise monotone functions.

**Definition 1 (Preisach hysteresis operator).** Let the Preisach plane be \( \mathcal{P} = \{(\beta, \alpha) \in \mathbb{R}^2, -M \leq \beta \leq \alpha \leq M\} \), where \( M \) is an a priori bound for admissible input values. Let the density function \( \rho(\alpha, \beta) \) with compact support in \( \mathcal{P} \) be given, i.e., it is zero outside \( \mathcal{P} \). We define the Preisach operator \( \Phi : CPM(\mathbb{R}^+) \to CPM(\mathbb{R}^+) \) by

\[
(\Phi(u))(t) := \int_{\beta < \alpha} \rho(\alpha, \beta) (\mathcal{R}_{\beta,\alpha}(u))(t) d\beta d\alpha. \tag{3}
\]

Consequently, the relevant threshold values for the relays that comprise \( \Phi(u) \) will lie within the plane \( \mathcal{P} \). As discussed thoroughly in [29], for all \( u \in CPM(\mathbb{R}^+) \) it follows that \( \Phi(u) \in CPM(\mathbb{R}^+) \).
**Definition 2 (Symmetric RFC damage).** Let $N(\alpha, \beta)$ with values $\beta$ and $\alpha$, chosen such that the input $u$ with $u(t_2) = \beta$ and $u(t_{2+i}) = \alpha$ for $i \in \mathbb{N}_0$, destroys the specimen after $N(\alpha, \beta) = ˜N(|\alpha - \beta|)$ cycles; the resulting curve is the so called S-N or Wöhler curve since the ansatz $˜N(\alpha, \beta) = \kappa_1 |\alpha - \beta|\kappa_2$ exhibits a straight line in a log-log scale, where $\kappa_1$ and $\kappa_2$ are scaling constants. Using the Palmgren-Miner rule to identify and count cycles for an arbitrary load sequence $u$, such that the accumulated damage $D_{ac}$ on the time interval $[0, \eta]$ is

$$D_{ac}(u, \eta) := \sum_{\beta < \alpha} c(u, \alpha, \beta, \eta) N(\alpha, \beta),$$

where $c(u, \alpha, \beta, \eta)$ is the rainflow count associated to $u$ on the time interval $[0, \eta]$. According to [4], symmetric RFC is equivalent to the variations of a Preisach hysteresis operator as given in the following proposition.

**Proposition 1 (Damage equivalence [4]).** For an arbitrary load sequence $u \in CPM(\mathbb{R}_+)$, let $\Phi(u)$ be the Preisach operator in Eqn. (3) with density function $\rho(\alpha, \beta) := -\frac{1}{2} \frac{\partial^2}{\partial \alpha \partial \beta} \left( \frac{1}{N(\alpha, \beta)} \right)$, where $N(\alpha, \beta)$ is the number of cycles to failure. Then the following equivalency holds

$$D_{ac}(u, \eta) = |\Phi(u)|_{[0, \eta]},$$

where $|\cdot|_{[0, \eta]}$ corresponds to the total variations in Eqn. (1).

**Remark 1.** Note that Definition 2 is originally given on periodic operators [4], which we do not use here. The direct implication of this is that we do not take into account the rainflow residual in $c(u, \alpha, \beta, \eta)$, which is a fair assumption if a sufficiently large time window is considered.

Following the interpretation of RFC given in [4], symmetric rainflow counting is equivalent to the variations of the Preisach operator with density function $\rho$ as function of $N(\beta, \alpha)$. Note that by Definition 2, the density can be given in terms of the Wöhler coefficients $\kappa_1$ and $\kappa_2$ but may require a spatial discretization. The interpretation of the previous result is that the RFC method counts the number of oscillations at each range of amplitude, and this is equivalent to $|\Phi(u)|_{[0, \eta]}$, namely the number of oscillations of $u$ between the thresholds $\beta$ and $\alpha$.

### 3. Relations of Fatigue-Damage Accumulation and Dissipated Energy in Hysteresis Operators

In this section, we review the stored and dissipated energy properties of the Preisach hysteresis model. Subsequently, we relate dissipated energy of a class of Preisach operators to total variations and present a related notion of dissipation energy in another class of hysteresis operators, namely, the Duhem hysteresis model. Lastly, a comparison between fatigue-damage accumulation, total variations and dissipated energy is shown.

#### 3.1. Energy Dissipation Property in the Preisach Model

In order to shed some light into the energy characteristics in the Preisach model, we review the energy property of the atomic units (the so-called hysterons) of the Preisach model, which are given by relay operators with different width and mid-point. As thoroughly explained in [8], the
Figure 3: Relay energy transfer for one cycle: a) input signal, b) relay output, c) used energy at $t_3$ ($q_\alpha$), d) recovered energy at $t_5$ ($-q_\beta$), e) lost or dissipated energy in one cycle ($q_\alpha + q_\beta$)

dissipated energy of a single relay in one cycle is equal to $2\rho(\alpha, \beta) \cdot (\alpha - \beta) = q_\alpha + q_\beta$, where $\alpha$ and $\beta$ are the up-switch and down-switch moment of the relay, respectively (see also the relay illustration in Figure 3c, d and e), $q_\alpha := 2\rho(\alpha, \beta)\alpha$ and $q_\beta := -2\rho(\alpha, \beta)\beta$. Hence, the dissipated energy in one cycle for a single relay is the area of the relay, i.e., $q_\alpha + q_\beta$. The previous is sketched in Figure 3 for a given input $u(t)$.

In the current control literature, there are two descriptions of the dissipated energy for individual relays. For the first description, when either $q_\alpha$ or $q_\beta$ is negative for a given relay, it implies that the energy is recovered from the relay when it switches [8]. In the second one, it is assumed that the dissipated energy is split evenly between switches, such that $q_\alpha = q_\beta$ [6]. The energy storage and dissipation of individual relays for both descriptions are summarized in Table 1.

We consider that the relays comprising the Preisach hysteresis are divided into two time-varying sets, by fixing $u$, represented by the regions

$$Q_1 := \{ (\alpha, \beta) \in P \mid \alpha > 0, \beta > 0 \}, \quad (6a)$$
$$Q_2 := \{ (\alpha, \beta) \in P \mid \alpha \geq 0, \beta \leq 0 \}, \quad (6b)$$
$$Q_3 := \{ (\alpha, \beta) \in P \mid \alpha < 0, \beta < 0 \}. \quad (6c)$$

We make use of the sub-regions in the Preisach plane $P$ defined as

$$P^u_+(t) := \{ (\alpha, \beta) \in P \mid (R_{\beta,\alpha}(u))(t) = +1 \}, \quad (7a)$$
$$P^u_-(t) := \{ (\alpha, \beta) \in P \mid (R_{\beta,\alpha}(u))(t) = -1 \}, \quad (7b)$$

such that $P = P^u_+(t) \cup P^u_-(t)$ for every $t$. For notational simplicity, in the sequel we use $P_+(t)$ and $P_-(t)$, to refer to $P^u_+(t)$ and $P^u_-(t)$, respectively. For example, if $u : t \mapsto t$ then $P_+(t) = \{ (\alpha, \beta) \in
Table 1: Relays energy transfer for the Preisach model.

<table>
<thead>
<tr>
<th>Sub-region of $\mathcal{P}$</th>
<th>Switch in relays</th>
<th>Stored energy as in [8]</th>
<th>Lost energy as in [8]</th>
<th>Lost energy as in [6]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_1$</td>
<td>$+1 \to -1$</td>
<td>$</td>
<td>q_\beta</td>
<td>$</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>$-1 \to +1$</td>
<td>0</td>
<td>$</td>
<td>q_\alpha + q_\beta</td>
</tr>
<tr>
<td>$Q_3$</td>
<td>$+1 \to +1$</td>
<td>0</td>
<td>$</td>
<td>q_\alpha + q_\beta</td>
</tr>
<tr>
<td>$Q_4$</td>
<td>$-1 \to -1$</td>
<td>$</td>
<td>q_\alpha</td>
<td>$</td>
</tr>
</tbody>
</table>

Thus, looking at Table 1 and using the sub-regions in (6) and (7), we can express the lost or dissipated energy as

$$
\int \int_{Q_1 \cap \mathcal{P}_-} |q_\alpha + q_\beta| \, d\alpha d\beta + \int \int_{Q_2 \cap \mathcal{P}_+} |q_\alpha + q_\beta| \, d\alpha d\beta + \int \int_{Q_3 \cap \mathcal{P}_+} |q_\beta| \, d\alpha d\beta + \int \int_{Q_4 \cap \mathcal{P}_-} |q_\alpha| \, d\alpha d\beta.
$$

Alternatively, with the evenly split energy approach, the hysteretic loss is given by

$$
\int \int_{\Omega} \rho(\alpha, \beta)(\alpha - \beta) \, d\alpha d\beta,
$$

where $\Omega$ is the region of points in the Preisach plane $\mathcal{P}$ for which the boundary of relays has changed during some input variation [6, p.46]. A typical shape of the region $\Omega$ is shown in Figure 4, where the sub-regions in the Preisach plane are shown — $Q_1, Q_2, Q_3, \mathcal{P}_+$ and $\mathcal{P}_-$ — at two consequent time instances $t_i$ and $t_{i+1}$. The boundary between the time-varying regions $\mathcal{P}_+$ and $\mathcal{P}_-$ is a staircase-like line whose vertices have $\alpha$ and $\beta$ coordinates coinciding with local maxima and minima, respectively, of input at previous instants of time; the final segment of this staircase-like line is connected to the line $\alpha = \beta$ and shifts when the input signal is changed [6, p.10]. To formalize the notion of dissipated energy, we let $\Omega := \Omega_+ \cup \Omega_-$, where we define the sub-regions $\Omega_+$ and $\Omega_-$ in the Preisach plane $\mathcal{P}$ whenever a switch in the relays occur from $-1$ to $+1$ for $\Omega_+$ and
form +1 to −1 for Ω in the time interval $[t_i, t_{i+1}]$, i.e.,

$$
\Omega^+ := \Omega[t_i, t_{i+1}] = \mathcal{P}_-(t_i) \cap \mathcal{P}_+(t_{i+1}),
$$

$$
\Omega^- := \Omega[t_i, t_{i+1}] = \mathcal{P}_+(t_i) \cap \mathcal{P}_-(t_{i+1}).
$$

(10a)

(10b)

Following the evenly split energy loss assumption of Mayergoyz [6], the dissipated energy between two consecutive time instances $t_i$ and $t_{i+1}$, can be rewritten as

$$
\mathcal{D}_{[t_i, t_{i+1}]} := \mathcal{D}_{[0, \eta]} = \int_{\Omega_{i,t_{i+1}}} \frac{|q_\alpha + q_\beta|}{2} d\alpha d\beta,
$$

$$
= \int_{\mathcal{P} \cap (\Omega_{t_i} \cup \Omega_{t_{i+1}})} \frac{2\rho(\alpha, \beta)(\alpha - \beta)}{\rho} d\alpha d\beta = \int_{\Omega_{[t_i, t_{i+1}]}} \rho(\alpha, \beta)(\alpha - \beta) d\alpha d\beta,
$$

(11)

which brings us back to Eqn. (9) for a time interval $[t_i, t_{i+1}]$. In the following proposition we consider the dissipated energy on an interval $[0, \eta]$ given by $\mathcal{D}_{[0, \eta]} : u \mapsto \mathcal{D}_{[0, \eta]}^n$, being of special interest due to its connection to damage.

**Proposition 2 (Dissipation equivalence).** Let input $u \in CPM(\mathbb{R}_+)$. Consider the Preisach hysteresis operator $\Phi_1$ defined as in Eqn. (3) and a Preisach hysteresis operator $\Phi_2(u)$ with density function $\hat{\rho}(\alpha, \beta) = \frac{2\rho(\alpha, \beta)}{\rho} = -\frac{\partial}{\partial \alpha} \big( \frac{\rho(\alpha, \beta)}{\alpha - \beta} \big)$, where $\rho(\alpha, \beta)$ is the number of cycles to failure. Then it follows that

$$
\mathcal{D}_{ac}(u, \eta) = \mathcal{D}_{[0, \eta]}(\Phi_2(u)) + c_1,
$$

(12)

where $c_1$ is the initial condition of $\Phi_1(u)$.

The proof of this proposition can be found in the Appendix. From Propositions 1 and 2, we have established the direct relation between the damage accumulation and the material dissipated energy through a class of Preisach hysteresis operator. In [4], the dissipated energy is also described in terms of variations of certain Preisach hysteresis operator for rheological models. However, here we have related dissipation directly to fatigue-damage accumulation, by means of the interpretation of the Ω region. Relating dissipation to fatigue-damage could be thought of as a matter of scaling in the density function.

**3.2. Energy Dissipation in the Duhem Model**

As discussed in the Introduction, the Duhem models describe very well physical phenomena such as magnetics and friction. This implies that we can use them for approximating the fatigue-damage accumulation in electromechanical systems, as an alternative to the use of the infinite-dimensional Preisach models. We will also rely on the well-developed dissipative systems theory in [32].

The Duhem hysteresis model is described by a non-smooth differential equation where the rate of change of its state variable switches according to the input velocity [13]. It has a scalar memory, i.e., it accesses information about past evolution through a single state variable at each time, in contrast to the Preisach model that exhibits infinite dimensional memory [4]. Using the same description as in [13, 12, 11] the Duhem operator $\Phi : AC(\mathbb{R}_+) \times \mathbb{R}_+ \to AC(\mathbb{R}_+), (u, y_0) \mapsto \Phi(u, y_0) =: y$ is described by

$$
\dot{y}(t) = f_1(y(t), u(t)) \dot{u}_+(t) + f_2(y(t), u(t)) \dot{u}_-(t), \quad y(0) = y_0,
$$

(13)
where \( \dot{u}_+ (t) := \max \{0, \dot{u}(t)\} \), \( \dot{u}_- (t) := \min \{0, \dot{u}(t)\} \) and \( f_1 \) and \( f_2 \) are continuously differentiable functions.

As discussed in [9], the hysteretic phenomenon can be classified according to its input-output mapping into counter-clockwise (CCW), clockwise (CW) or more complex behavior. In particular, the Preisach operator can exhibit either CCW or CW dynamics, depending on the weights used on the individual relays composing the model. According to [4], the strain-stress constitutive law with stress as input and strain output gives rise to CCW loops. Hence, since we are interested in such relationships we will consider the CCW case in the Duhem model in the sequel.

**Definition 3 (Duhem CCW dissipativity ineq.).** The Duhem operator as in Eqn. (13) is said to be dissipative with respect to the supply rate \( \dot{y}u \) if there exists a non-negative function \( H : \mathbb{R}^2 \rightarrow \mathbb{R}_+ \) such that for every \( u \in AC(\mathbb{R}_+) \) and \( y_0 \in \mathbb{R} \)

\[
\frac{dH(y(t), u(t))}{dt} \leq \dot{y}(t)u(t)
\]  

holds for almost all \( t \in \mathbb{R}_+ \) with \( y := \Phi(u, y_0) \).

If we consider \( H \) as defined in Definition 3 as being the stored energy in the system, the inequality in Eqn. (14) can be interpreted as the exchange of energy with the environment where the supplied energy given by \( \int_0^T \dot{y}(\tau)u(\tau)d\tau \) is subtracted by a non-negative quantity, which we refer to as the dissipated energy. Examples on how to explicitly construct such \( H \) can be found in [33].

**Definition 4 (Duhem CCW Dissipated energy).** For the Duhem hysteresis operator \( \Phi \) with \( y = \Phi(u) \), the dissipated energy \( D : AC(\mathbb{R}_+) \times AC(\mathbb{R}_+) \rightarrow AC(\mathbb{R}_+) \) for the CCW case is defined by

\[
D_{[0,t]}(y,u) = \int_0^t \dot{y}(\tau)u(\tau)d\tau - H(y(t), u(t)) + H(y(0), u(0)).
\]  

(15)

It is immediate to check that \( D_{[0,t]}(y,u) \geq 0 \) for all \( t \), or in other words the dissipated energy is a non-decreasing function along the trajectory of \( y \) and \( u \). Note that this property is also valid for the damage function and dissipated energy of the Preisach model as discussed before.

### 3.3. Comparison

Since the Preisach and Duhem models are both phenomenological models of hysteresis, the interpretation of dissipated energy as damage accumulation in the Preisach model can be carried over to the Duhem one. For example, in [34] a Duhem model is used to approximate the same phenomenon that has been widely described using the Preisach model. In particular, the Duhem model \( \Phi \) in Eqn. (13) can approximate the Preisach model \( \Phi_2 \) such that the corresponding dissipated energy \( D_{[0,t]}(y,u) \) in Eqn. (15) approximates the damage accumulation \( D_{ac}(u, \eta) \) in Eqn. (4).

At the top of Figure 5, an example of a wind turbine tower bending moment \( M_t \) with a duration of \( T = 600s \) is presented. At the bottom of Figure 5, a comparison among the normalized accumulated damage in the RFC sense, the variations of a Preisach hysteresis, and the dissipated
energy of a Duhem hysteresis are shown. The aim of this comparison is to show that the dissipated energy of the Duhem hysteresis operator $D_{[0,T]}$ in (15) can approximate the accumulated damage $D_{ac}$ in (4). The accumulated damage $D_{ac}(M_t, T)$ was calculated using coefficients $\kappa_1$ and $\kappa_2$ corresponding to B1 steel with the toolbox from [31]. The variations of the Preisach operator $|\Phi(M_t)|_{[0,T]}$ were approximated using a weighted sum of three relays. Lastly, the dissipated energy of the Duhem hysteresis model $D_{[0,T]}(y, M_t)$ was calculated for a Duhem hysteresis semi-linear model for the CCW case; this model will be discussed in further detail in Section 4.2.

4. Fatigue-Damage Minimization Model Predictive Control Strategy

In the previous sections, we have established the relation between the fatigue-damage accumulation in the RFC sense to the energy dissipation property of hysteresis operators. In this section, using a well-studied wind-turbine model, we embed the dissipated energy as a fatigue-damage proxy or surrogate in the model predictive control (MPC) problem formulation. Firstly, we discuss the plant dynamics for the prediction model in Section 4.1. It is followed by the approximation of fatigue-damage accumulation using a Duhem hysteresis semi-linear model in Section 4.2. Subsequently, we present a modified MPC strategy in Section 4.3, where we include the dissipated energy in the cost functional, as a means to penalize the fatigue-damage accumulation in a certain component of the electromechanical system, which in this case is the shaft. We show the efficacy of the proposed method in simulation results.
Consider the tip speed ratio a rational function defined as $\lambda(\omega_r, v) := \frac{R_r \omega_r}{v}$, where $R_r$ is the rotor radius, $\omega_r$ is the rotor angular speed, and $v$ corresponds to the effective wind speed at the rotor. The wind turbine rotor extracts mechanical power from the wind and is given by

$$P_r(\lambda, \beta_p) = \frac{\pi}{2} \rho_a R_r^2 v^3 C_P(\lambda, \beta_p), \quad (16)$$

where $C_P$ represents the aerodynamic efficiency in terms of the collective blade pitch angle $\beta_p$ and $\rho_a$ stands for the air density.

For controller design purposes, we consider the rotational mode of the shaft, described by the following set of differential equations

$$J_r \dot{\omega}_r = T_r(\lambda, \beta_p) - K_\theta \theta - B_\theta \dot{\theta}, \quad (17a)$$
$$J_g \dot{\omega}_g = -T_g + \frac{K_\theta}{N_g} \theta + \frac{B_\theta}{N_g} \dot{\theta}, \quad (17b)$$
$$\dot{\theta} = \omega_r - \frac{\omega_g}{N_g}, \quad (17c)$$

where $\omega_r$ corresponds to the rotor angular velocity, $\omega_g$ to the generator angular velocity, and $\theta$ to the shaft torsion. Furthermore, $N_g$ stands for the gear ratio, $T_g$ is the generator torque and $T_r(\lambda, \beta_p) = P_r(\lambda, \beta_p)/\omega_r$ is the aerodynamic rotor torque. The rotor and generator inertias are $J_r$ and $J_g$, respectively, and the drive-train stiffness and damping are described by the coefficients $K_\theta$ and $B_\theta$, respectively. This model is sketched in Figure 6. Here we assume perfect measurement of the shaft torsion.

Discretizing and linearizing the model in Eqn. (17) with a chosen sampling time $T_s$ around an operating point for a chosen mean wind speed, the following DLTI system is obtained

$$x_{k+1} = A_dx_k + B_d u_k + E_d d_k, \quad (18)$$

where the state vector is given by $x_k = (\omega_{g,k}, \omega_{r,k}, \theta_k)$, and the vector of inputs or controls is given as $u_k = (\beta_{p,k}, T_{g,k})$. Lastly, the residual of the wind speed is considered as an unknown disturbance such that $d_k = v_k$. The system parameters from Eqn. (17) are taken from [16] after linearizing around a chosen operating point.

Furthermore, we use the state selector $C$ such that

$$z_k = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} x_k = C x_k = \theta_k, \quad (19)$$

Figure 6: Wind turbine simplified drive-train model
is the input to the Duhem hysteresis operator such that \( y = \Phi(z) \). Hence, we see the shaft torsion \( z = \theta \) as the stress input and \( y \) as the strain output. In the sequel, we use the dissipated energy of this Duhem model as a proxy of the damage in the shaft.

4.2. Duhem Semi-linear Model

As mentioned before, the Duhem model can be explicitly written down as a differential equation. In this paper, we consider the Duhem semi-linear model [35], where the Duhem operator \( y = \Phi(z) \) is governed by

\[
\dot{y} = (\dot{\gamma}_1 y + \dot{\mu}_1 z) \dot{z}_+ + (\dot{\gamma}_2 y + \dot{\mu}_2 z) \dot{z}_-,
\]

with \( \dot{z}_+ := \max\{0, \dot{z}\}, \dot{z}_- := \min\{0, \dot{z}\}, \) and \( \dot{\gamma}_1, \dot{\gamma}_2, \dot{\mu}_1, \dot{\mu}_2 \) being parameters that characterize the stress-strain behavior. The semi-linear Duhem hysteresis model in Eqn. (20) can also be expressed as the switched system

\[
\dot{y} = \begin{cases} 
(\dot{\gamma}_1 y + \dot{\mu}_1 z) \dot{z}, & \text{if } \dot{z} \geq 0, \\
(\dot{\gamma}_2 y + \dot{\mu}_2 z) \dot{z}, & \text{if } \dot{z} \leq 0.
\end{cases}
\]

Using the Euler discretization with sampling time \( T_s \), the differential equation in Eqn. (21) can be rewritten as

\[
y_{k+1} - y_k = \begin{cases} 
(\dot{\gamma}_1 y_k + \dot{\mu}_1 z_k) (z_{k+1} - z_k), & \text{if } z_{k+1} - z_k \geq 0, \\
(\dot{\gamma}_2 y_k + \dot{\mu}_2 z_k) (z_{k+1} - z_k), & \text{if } z_{k+1} - z_k \leq 0,
\end{cases}
\]

with \( \gamma_1 = \bar{\gamma}_1 T_s, \mu_1 = \bar{\mu}_1 T_s, \gamma_2 = \bar{\gamma}_2 T_s \) and \( \mu_2 = \bar{\mu}_2 T_s \).

4.3. Model Predictive Control Problem Formulation

Model predictive control (MPC) is an optimization based control strategy that handles both complex systems and constraints; the idea behind MPC is to predict the state evolution since the system dynamics are known, and it effectively solves a constrained optimal control problem [36, 37]. Several damage reduction MPC based strategies for wind turbine control have been proposed, for example in [19, 38, 39]. The intention here is to make use of the dissipated energy in Eqn. (15) as a proxy or surrogate for accumulated damage in the shaft. We use the observation that \( z \) and \( y \) are bounded and \( H \) is continuous; hence, for sufficiently large time \( T \), the primary contribution in dissipation is due to the supply rate, and thereby we can approximate Eqn. (15) by the integral of the supply rate

\[
D_{[0,T]}(y, z) \approx \int_0^T \dot{y}(t)z(t) dt = y(T)z(T) \bigg|_0^T - \int_0^T y(t)\dot{z}(t) dt,
\]

\[
y(T)z(T) - y(0)z(0) - \int_0^T y(t)\dot{z}(t) dt,
\]

which after discretizing yields

\[
D_{[0,N\cdot T_s]}(y, z) = y_N z_N - y_0 C z_0 - \sum_{k=0}^{N-1} y_k z_{k+1} = y_N C x_N - y_0 C z_0 - \sum_{k=0}^{N-1} y_k (CA_d x_k + CB_d u_k),
\]
where we used $z_k = Cx_k$ and $z_{k+1} = Cx_{k+1}$. Subsequently, we propose a cost functional composed of a standard running cost and terminal state cost, augmented with the running cost of the discretized dissipated energy in Eqn. (24), such that

$$J(y, x, u) = \sum_{k=0}^{N-1} \left( x_k^T Q x_k + u_k^T R u_k \right) + x_N^T Q_f x_N$$

$$+ \sum_{k=0}^{N-1} y_k^T W y_k - \sum_{k=0}^{N-1} y_k W C A_d x_k - \sum_{k=0}^{N-1} y_k W C B_d u_k.$$

(25)

In order to guarantee positiveness of the cost functional in Eqn. (25), we rewrite it in matrix form as

$$\Xi := \begin{bmatrix} Q & 0 & -1/2 W C A_d \\ 0 & R & -1/2 W C B_d \\ (-1/2 W C A_d)^T & (-1/2 W C B_d)^T & W \end{bmatrix}$$

(26)

where $Q = Q^T > 0$, $R = R^T > 0$ and $W > 0$ such that $\Xi > 0$ and $Q_f = Q_f^T > 0$ for the terminal cost.

Consequently, we can cast the modified damage reduction MPC strategy in discrete time, where we include the penalty on the shaft damage as

$$\min_{U} J := \sum_{k=0}^{N-1} \left[ x_k^T \Xi x_k \right]_{U} + x_N^T Q_f x_N$$

(27a)

$$\begin{cases} x_0 = x(t), \\
x_{k+1} = A_d x_k + B_d u_k, \text{for } k = 0, 1, \ldots, N-1, \\
x_{\min} \leq x_k \leq x_{\max}, \text{for } k = 1, \ldots, N, \\
u_{\min} \leq u_k \leq u_{\max}, \text{for } k = 0, 1, \ldots, N, \\
y_0 = y(t), \\
y_{k+1} = \begin{cases} y_k + (\gamma_1 y_k + \mu_1) (z_{k+1} - z_k), & \text{if } z_{k+1} - z_k \geq 0, \\
y_k + (\gamma_2 y_k + \mu_2) (z_{k+1} - z_k), & \text{if } z_{k+1} - z_k < 0, \\
\end{cases} \text{for } k = 0, 1, \ldots, N-1, \end{cases}$$

(27b)

over $U_0$. Note that $z_{k+1} = Cx_{k+1}$ in Eqn. (27b) can be expressed in terms of $x_k$ and $u_k$.

Note that through the weighting matrix $\Xi$ in (26) the cost functional or objective function $J(y, x, u)$, the MPC formulation considers penalization on the states, the control inputs and the strain in the shaft given by $y = \Phi(\theta)$. Therefore, since $\theta$ is encompassed in the state vector and the hysteresis evolution has been included in the dynamics in (27b), it can be seen that the dissipated energy $D(y, \theta)$ in (23) has been embedded in the modified MPC strategy (27). In the following, the simulations illustrating this control strategy are presented with the objective of showing the impact on both dissipated energy and accumulated damage in the shaft.
4.4. Simulation Results

The proposed damage reduction MPC strategy was implemented in Matlab. The wind turbine model is a non-linear model based on the standard NREL 5MW wind turbine [16] implemented in Simulink, driven to the operating point of a mean wind speed of 18m/s. The model considers tower dynamics and aerodynamics, as well as the rotational mode of the shaft used in the controller synthesis, which is of particular interest here. The control strategy was implemented using Yalmip [40] with a sampling time of $T_s = 0.15s$. The wind is seen as a disturbance $d = v$ and was taken from wind series data; the initial conditions were set to the operating point. We chose a horizon $N = 5$ and the weights on the running cost according to Bryson’s rule [41, p.537] such that $Q$ and $R$ are diagonal matrices with elements $(1/30^2, 1/0.3^2, 1/0.001^2)$ and $(1/30^2, 1/0.1^2)$, respectively; we let $W = 2.8 \times 10^{-4}$ guaranteeing $\Xi > 0$ in Eqn. (26) and $Q_t = 100Q$. The limits on inputs and states are given as $u_{\text{max}} = [90^\circ, 40700\text{Nm}]$, $u_{\text{min}} = [0^\circ, 40660\text{Nm}]$, $x_{\text{max}} = [142.9\text{rad/s}, 2.27\text{rad/s}, 8.5 \times 10^{-3}\text{rad}]$ and $x_{\text{min}} = [102.9\text{rad/s}, 0.27\text{rad/s}, 0.5 \times 10^{-3}\text{rad}]$. For the Duhem semi-linear model in Eqn. (21) the initial condition was set to $y_0 = 0$, and the coefficients were chosen as $\gamma_1 = -1, \gamma_2 = 1, \mu_1 = b$, and $\mu_2 = -b$ with $b = 20$ following [35] for the CCW case, according to stress-strain behavior.

The simulation results are presented in Figures 7-9, where the proposed strategy in Eqn. (27) is compared against a nominal one, i.e., an MPC strategy without the dissipated energy penalization.
and consequently without the Duhem hysteresis dynamics in the constraints. A comparison of the
generator speed $\omega_g$ and the shaft torsion $\theta$ for both cases is given in Figure 7; additionally, the
point-wise infinity norm of the difference in the shaft torsion of both cases is also given, where it can
be observed that the modified strategy reduces the amplitude in the shaft torsion. The inputs ($\beta_p$, $T_g$ and $v$) are compared in Figure 8, where it can be observed that the pitch angle follows the wind
profile that is perceived as a disturbance by the controller. The controller computational time was
calculated and the statistics are shown in Table 2 to illustrate the computational penalty incurred
by adding the Duhem hysteresis dynamics in the constraints and the dissipated energy penalty
in (27), being roughly 20 times more computationally expensive than the nominal controller; in
here, the comparison is only for the controller computation, based on the tic-toc calculation per
optimization step using a regular quadcore PC. Lastly, the semi-linear Duhem hysteresis output
$y$ and its respective cumulative dissipated energy $D(y, \theta)$ are depicted in Figure 9, where we can
observe that the proposed strategy in Eqn. (27) effectively reduces the variations in $y$, as well as
the accumulated dissipated energy $D(y, \theta)$. Moreover, the proposed control strategy is compared
against the nominal strategy in the context of RFC to validate our results using the toolbox from
[31]; the resulting accumulated damage curves corresponding to the the shaft $D_{ac}(\theta)$ are shown at
the bottom of Figure 9 for material coefficients corresponding to steel, i.e., intercept of log $N$ axis

Figure 8: Collective pitch angle, generator torque and wind disturbance
of $\kappa_1 = 6.25 \times 10^{30}$ and negative inverse $S$-$N$ curve slope of $\kappa_2 = 4$.

From the simulation results, we conclude that embedding the dissipated energy in the shaft effectively reduces the accumulated damage in the RFC sense, alas increasing substantially the computational cost. In addition, this case study could also be extended by including a wind speed estimator [42] or wind measurement such as LIDAR [19], both of which could potentially bring further improvements by not treating wind directly as a disturbance.

5. Conclusions

Since it is not straightforward to include directly RFC into MPC formulations, in this paper, we have proposed a modified MPC strategy that uses the dissipated energy of a Duhem hysteresis model as a measure of damage in lieu of RFC. In other words, the dissipated energy of the Duhem model is embedded in the MPC problem formulation, on account of it being a numerically-tractable operator that can be explicitly written as a differential equation. In order to explain our usage of the Duhem dissipated energy as a fatigue damage model, we first showed the relationship between damage in the RFC sense and the total variations of a Preisach hysteresis operator following existing results. Subsequently, we related the dissipation in the Preisach model to total variations and once this link was established, it enabled us to make the relationship between damage and dissipation. We then transported the notion of dissipation as damage to the Duhem framework, which we eventually embedded in the MPC formulation.

Due to the infinite dimensional memory characteristic of the Preisach model, it is not straightforward to include this operator in the MPC formulation. Therefore, we approximated it with the Duhem model, which is numerically-tractable, due to the fact that both models provide a phenomenological relationship of strain-stress. We illustrated this link with an example, but it still remains to show how well the Duhem dissipation approximates the Preisach dissipation. The direct relationship between RFC and Duhem operators is something that is worth looking at, where for example, a variational system may be used to study the oscillations in the Duhem model.

We provided an application example based on NREL’s 5MW wind turbine, where we illustrate the applicability of the proposed control strategy, which incorporates the dissipated energy as a damage proxy and shows a successful reduction in both. Even though we used a wind turbine example, such a strategy could be used for several other applications where fatigue damage needs to be reduced; this is also one of the advantages provided by the Duhem modeling framework. Furthermore, embedding a fatigue model in the MPC strategy, as proposed in this paper, has advantages as well as disadvantages when compared against a regular MPC without the fatigue model. On one hand, the advantages are the inclusion of the damage reduction metric directly in the cost function, and the ability to combine the damage proxy with the plant dynamics in the predictions; thus, the post-processing is not necessary. On the other hand, the disadvantages are the added computational complexity, and the fact that the model quality needs to be good in order
to have accurate predictions; the latter which could potentially be improved by using knowledge on the disturbances. Lastly, the trade-off between damage reduction and increased computational time can be balanced by suitably choosing the balance weights and the horizons depending on computational resources availability; the computational cost of the modified MPC strategy could be reduced by using a dedicated solver for non-linear optimization problems.
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Appendix A. Proof of Proposition 2

The proof is carried out by induction, so first we prove

$$|\Phi_1(u)|_{[t_0,t_1]} - |\Phi_1(u)(t_0)| = D_{[t_0,t_1]}(\Phi_2(u)).$$  \hspace{1cm} (A.1)
Using the definition of total variations in Eqn. (1) we compute the variations $\Phi_1(u)$ for the interval $[t_0, t_1]$, i.e.,

$$|\Phi_1(u)|_{t_0, t_1} = |\Phi_1(u)(t_0)| + |(\Phi_1(u)(t_1) - \Phi_1(u)(t_0)|$$

$$= |\Phi_1(u)(t_0)| + \int_{\beta < \alpha} \rho(\alpha, \beta) |(\mathcal{R}_{\beta, \alpha}(u)(t_1) - \mathcal{R}_{\beta, \alpha}(u)(t_0)| \, d\alpha d\beta,$$

(A.2)

where we exploited the piecewise monotonicity of $\Phi_1(u)$ and of $\mathcal{R}_{\beta, \alpha}(u)$ to get the absolute value inside the integral. The intention is to find the relationship between the variations and the dissipated energy in the Preisach model given in Eqn. (11). Hence, there are only four possibilities to evaluate Eqn. (A.2):

(i) $(\mathcal{R}_{\beta, \alpha}(u)(t_1) = -1, (\mathcal{R}_{\beta, \alpha}(u)(t_0) = -1$

$$\rightarrow |(\mathcal{R}_{\beta, \alpha}(u)(t_1) - \mathcal{R}_{\beta, \alpha}(u)(t_0)| = 0,$$

(A.3a)

(ii) $(\mathcal{R}_{\beta, \alpha}(u)(t_1) = -1, (\mathcal{R}_{\beta, \alpha}(u)(t_0) = 1$

$$\rightarrow |(\mathcal{R}_{\beta, \alpha}(u)(t_1) - \mathcal{R}_{\beta, \alpha}(u)(t_0)| = 2,$$

(A.3b)

(iii) $(\mathcal{R}_{\beta, \alpha}(u)(t_1) = 1, (\mathcal{R}_{\beta, \alpha}(u)(t_0) = -1$

$$\rightarrow |(\mathcal{R}_{\beta, \alpha}(u)(t_1) - \mathcal{R}_{\beta, \alpha}(u)(t_0)| = 2,$$

(A.3c)

(iv) $(\mathcal{R}_{\beta, \alpha}(u)(t_1) = 1, (\mathcal{R}_{\beta, \alpha}(u)(t_0) = 1$

$$\rightarrow |(\mathcal{R}_{\beta, \alpha}(u)(t_1) - \mathcal{R}_{\beta, \alpha}(u)(t_0)| = 0.$$

(A.3d)

From the previous we can conclude that Eqn. (A.2) will only yield non-zero values when a switch in the relays occur, i.e., for cases Eqn. (A.3b) and Eqn. (A.3c) the variations in Eqn. (A.2) become

$$|\Phi_1(u)|_{t_0, t_1} = |(\Phi_1(u)(t_0)| + \int_{\Omega_{[t_0, t_1]}} 2\rho(\alpha, \beta) d\alpha d\beta.$$

(A.4)

Let $c_1 = |(\Phi_1(u)(t_0)|$. On the other hand, following Eqn. (11), the dissipated energy of the weighted Preisach hysteresis operator $\Phi_2(u)$ is given by

$$\mathcal{D}_{[t_0, t_1]}(\Phi_2(u)) = \int_{\Omega_{[t_0, t_1]}} \rho(\alpha, \beta)(\alpha - \beta) d\alpha d\beta = \int_{\Omega_{[t_0, t_1]}} 2\rho(\alpha, \beta) d\alpha d\beta = |\Phi_1(u)|_{t_0, t_1} - c_1.$$

(A.5)

Hence, Eqn. (12) holds for the first step. Notice that if one uses the definition in Eqn. (1) then Eqn. (A.5) is equal to $|(\Phi_1(u))(t_1) - \Phi_1(u)(t_0)|$. The remainder of the proof will be carried out by induction, where we assume that

$$|\Phi_1(u)|_{[t_0, t_k]} - c_1 = \mathcal{D}_{[t_0, t_k]}(\Phi_2(u))$$

(A.6)

is true, and we need to show that

$$|\Phi_1(u)|_{[t_0, t_{k+1}]} - c_1 = \mathcal{D}_{[t_0, t_{k+1}]}(\Phi_2(u))$$

(A.7)

holds. Using the definition of variation for the interval $[t_0, t_k]$ in Eqn. (A.6) gives,

$$\sum_{i=0}^{k-1} |(\Phi_1(u))(t_{i+1}) - \Phi_1(u)(t_i)| = \mathcal{D}_{[t_0, t_k]}(\Phi_2(u)).$$
and similarly for the interval \([t_0, t_{k+1}]\), Eqn. (A.7) becomes

\[
\left( \sum_{i=0}^{k} \left| (\Phi_1(u)(t_{i+1}) - (\Phi_1(u))(t_i)) \right| \right) = D_{[t_0, t_{k+1}]}(\Phi_2(u)).
\] (A.9)

Using our assumption in Eqn. (A.6), then Eqn. (A.9) becomes

\[
D_{[t_0, t_k]}(\Phi_2(u)) + \left| (\Phi_1(u)) (t_{k+1}) - (\Phi_1(u))(t_k) \right| = D_{[t_0, t_{k+1}]}(\Phi_2(u)).
\] (A.10)

Following the same step as done for computing Eqn. (A.1), it is immediate to calculate that

\[
| (\Phi_1(u))(t_{k+1}) - (\Phi_1(u))(t_k) | = D_{[t_k, t_{k+1}]}(\Phi_2(u)) \text{ such that Eqn. (A.10) yields}
\]

\[
D_{[t_0, t_k]}(\Phi_2(u)) + D_{[t_k, t_{k+1}]}(\Phi_2(u)) = D_{[t_0, t_{k+1}]}(\Phi_2(u)),
\] (A.11)

which completes the proof if we let \(t_0 = 0\) and \(t_{k+1} = \eta\).
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